
Operationalizing AI Assurance

Distribution Statement A 

Approved for Public Release; Distribution Unlimited

Dr. Matthew K. Johnson

Chief of Responsible AI

US Department of Defense



Overview of the Policy Landscape for Trustworthy AI

“…we intend to win — not in spite of our values, but 

because of them.” 

– Deputy Secretary of Defense Kathleen Hicks



Three Conditions & Three Approaches for AI Assurance
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Operationalizing AI Assurance with the RAI Toolkit

Export/Import function
to save and share progress

Export as PDF

Navigation by
Type of RAI Activity

Navigation by
AI Product Lifecycle Stage

Rapid 
Deployment 
Toolkit displays 
most essential 
assessment 
questions

Filters assessment 
questions by 
Persona/Project 

Role, Discipline, etc.

SHIELD Assessment 
identifies risk and 
opportunities

Links to tools to 
address identified 
risks and 
opportunities



Additional RAI Toolkit Features
• Mapping to other requirements, frameworks, & standards (MIL-STD-882E, NIST AI RMF, IEEE 7000, etc.) 

• Additional use-case focused versions of the Toolkit

• Automation Enhancements

• Dashboard Enhancements

• Content Management System



DoD Responsible AI (RAI)

RAI Contacts

ai.mil/Initiatives/Responsible-AI/

Build Trust, Drive Adoption, Field First

Chief of RAI 
Dr. Matthew Johnson

matthew.k.johnson94.civ@mail.mil

Contact the RAI Team:
osd.pentagon.cdao.list.rai@mail.mil

Your Questions Answered
• Why is RAI important for the DoD?

• RAI ensures that AI-enabled capabilities (1) Do what they’re supposed to do, (2) Don’t do what they’re not supposed to do, and  
(3) Warfighters trust them. Baking in RAI ensures the system will be reliable and avoid downstream issues. Ensuring warfighter trust 
catalyzes adoption.

• What do the RAI Toolkit & AI Assurance Portal do?

• The RAI Toolkit provides technical tools and processes for ensuring the performance of RAI capabilities and 

     documenting an assurance case. The Portal enables sharing of tools and artifacts, to enable reusability.

Operationalizing AI Assurance

(Build Trust)

• RAI Toolkit + Assurance Portal

• AI Assurance Tools & Best Practices

• Partner Validation & Technical Support

• Frontier AI Red Teaming & Assurance 
Capability Development

Outward Focus:

• Risk-informed AI investment decision-
making, delivering reliable, mission-
ready AI for warfighters

Drive AI Assurance Policy & 
Strategy

(Drive Adoption)

• Identify & Mitigate Policy Barriers

• AI Assurance Policies

• AI Acquisition Resources

Inward Focus:

• Strategy and Policy

• DoD Leadership, Authorizing Officials, 
& Risk Owners

Interoperability with Partners

(Field First)

• Chair of White House’s CAIO AI 
Assurance Working Group

• International Partnerships

• Industry Partnerships

Lateral Focus:

• Interagency

• Industry

• Allies & Partners

https://rai.tradewindai.com/
https://rai.tradewindai.com/
https://rai.tradewindai.com/
mailto:osd.pentagon.cdao.list.rai@mail.mil
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