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Machine Learning

https://www.wordstream.com/blog/ws/2017/07/28/machine-learning-applications



Machine Learning Project

A machine learning project is a soft-
ware project (a) for end-users that (b) contains one or
more machine-learning components.



Supervised Learning Project

A supervised learning project is a soft-
ware project (a) for end-users that (b) contains one or
more components that use supervised learning algorithms.



Misclassification Attacks Against ML Projects

https://tsapps.nist.gov/publication/get_pdf.cfm?pub_id=934932



Goal

To help practitioners in testing for adversarial attacks by automatically 
generating test cases to detect mis-classification for supervised learning-based projects



Threat Model



Research Questions

• RQ1: What do developers test for in supervised learning-based projects?
• RQ2: How can we automatically generate tests to detect mis-classification 

in supervised learning-based projects?



Methodology

Data Sources
Curated Projects that Use 
Supervised Learning

Qualitative Analysis

Label Perturbation Attacks Test Generation

Answer to 
RQ1

Answer to 
RQ2



Methodology: Label Perturbation Attack

In this label perturbation attack 
approach, the attacker’s goal
is to find a subset of examples in 
such that when their labels
are flipped, a loss function 
working as an objective
function for the attacker is 
maximized



Methodology: Baseline

The attacker’s goal is to add 𝑝 ′
malicious examples to the original dataset to create a manipulated
dataset. The malicious examples are generated using an attribute
probability function.



Answer to RQ1

- 278 projects 
- 76% of the 278 projects had no test cases.  
- 85% of the studied projects that use testing had no test cases for testing
classification algorithms 
- 87% of the studied projects had no test cases to test model accuracy. 
- None of the studied projects had any test cases to test accuracy decrease



Answer to RQ1

GitHub GitLab ModelZoo

Unit testing 2,026 636 40

Algorithm-based testing  140 86 10

Metric-based testing 70 57 9

Misclassification testing 0 0 0



Answer to RQ2



Answer to RQ2



Answer to RQ2



Answer to RQ2



Summary

akond@auburn.edu
         akondrahman.github.io
        @akondrahman

Open to Collaborations

mailto:kond@
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