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The Role of Operators has changed ...

* Advances in technology have made feasible classes of vehicles, military
systems, processing plants, facilities, manufacturing processes, and devices
that can operate with near autonomously

* sensors and Al/ML,

* Even with near autonomy, these systems will be monitored by human
operators

* functional allocation for humans to intervene when:

* autonomous system behavior is inappropriate for the emerging operational context, or

*  system migrates into an unsafe operating regime.

* the role of the human operator has migrated from:

e from commanding the automation in-the-loop

* to supervising the automation on-the-loop

*  monitoring and intervening (Sheridan, 2002).



... Test/Certification Standards are out-of-date

e System Validation Testing criteria and Airworthiness Certification
performance standards not kept pace with the advances in technology

* Test criteria and certification standards were developed in the 1960’s when
operators were:

* in-the-loop > required to make operational decisions to command the automation

* Analysis of modern airliner accidents and autonomous vehicle accidents
show that the operators were:

* on-the-loop = required to intervene

* Accident analysis suggests that it may be time to update these
performance standards

* Bashata & Sherry 2021
* Bashata & Sherry, in press
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Scenario 1: When You See Something Inappropriate,
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Scenario 2: When the Automation is Confused,
Hand-off to Human
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Scenario 1: Operator Intervention

l

Tesla Full Self-Driving (FSD) does not merge on ramp
where two lanes merge into one lane.
On path to aggressively collide with car to the right.

NHTSA Crash Investigation Sampling System (CISS)



Scenario 1: Operator (non) Intervention

e Rear End Accident - Example

* V1 was traveling southeast on a one-way
interstate on-ramp, negotiating a right

curve.
* V2 was stopped on the on-ramp in the

roadway. 7
* The front plane of V1 contacted the g 25 " o

rear plane of V2.

* V2 traveled off the roadway and came
to final rest in the median off the left
of the lane.

* V1 came to final rest on the roadway.

* Intervention: Hit Brakes or Change
Lane

e Vehicle of Interest: V1

V1 Automation Activated: Forward
Collision Warning

Scaled Diagram from Satelite Image

NHTSA Crash Investigation Sampling System (CISS)



Scenario 2: Automation Confused, Hand-off
To Human

* Air France 447

* Operating in the “coffin corner” of the flight envelope for
efficiency
* At night
* |In ad maSSive ”hidden” storm - Very difficult to do wit.h near-
o Over ocean autonomous automation

 Intermittently frozen pitot tube sensors —> discrepant
airspeeds = autopilot disconnect

e Automation: “I don’t know what’s going on, here, it’s
your aircraft”

* Pilots receiving streams of error messages: “we don’t
know what’s going on”

—_—

If Your Airplane Stalls




Scenario 2: Automation Confused, Hand-off
To Human




How to Measure Operator Performance For
ntervention - Definitions

e Operator Intervention is required to avoid a Hazardous event

* Time from Trigger Condition to Hazardous Event
e Available Operational Time Window (AOTW)

* Time from Trigger Condition to Mitigate the Hazardous Event
* Time on Procedure (ToP)

* Response Time = Detection Time + Reaction Time + Machine Response Time
* Detection Time —time to recognize the situation
* Observe + Orient + Decide (OODA)
* Reaction Time — time to act (OODA)
* Machine Response Time
* e.g. Braking time
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How to Measure Operator Performance For
ntervention — AOTW and ToP Exhibit Variance

Same procedure, Same operator
Different operational
circumstances

SOP Designers need to be able
to test and evaluate
procedures (Quantitative
Analysis)

, Takes longer to complete the Pocedure than Time Available
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How to Measure Operator Performance For
ntervention — PFtC Metric
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How to Measure Operator Performance For
ntervention — Design Characteristics

Time Distributions for each SOP Step are

Type of Cue How long it can take assigned by:
S No Visual Cue/Long-term or X 1. Cue Evaluation Properties:
; e emeny AR g == * No cue (Long Term Memory item)
mmceneniaicive (N || * Cue, but Outside of Field-of-View (FOV)
—— * Cue, in FOV, but lost in clutter
;ﬁ;‘tjf(ﬁgt";a"z‘;;’”‘ REH VL : ; * Cue, in FOV, no clutter, ambiguous label

semantics

Al e T PO st i y * Cue, in FOV, no clutter, no ambiguity in label
; semantics

ambiguous semantics (i.e. label
does not match task)

2. Frequency

N |
>, Y~ 1
. Visual Cue in FOV, salient, f‘ti ]_ e Rare

“\\unambiguous semantics i |nfrequent
* Frequent
* Always
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Achieving Safety Goals for
Autonomous System Deployment:
Airworthiness Standards



Achieving Safety Goals for Autonomous
System Deployment
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Slide recreated from Dr, Missy Cumming lecture
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Airworthiness Standards

e Critical aspect of aviation safety

* Ensure that aircraft are designed, built, maintained, and operated to
safety standards

* Established and enforced by aviation regulatory authorities:

* Federal Aviation Administration (FAA), European Union Aviation Safety
Agency (EASA) in Europe

* International Civil Aviation Organization (ICAO) works to establish
global common standards

* Continually updated to incorporate the latest safety technologies and
practices

e “Tombstone process”

18



Airworthiness Standards

e Standards:

* Design Standards: Guidelines for the design and construction of aircraft, including
materials, structures, and systems.

* Production Standards: Requirements for the manufacturing and assembly processes
to ensure consistent quality.

* Maintenance Standards: Procedures for maintaining and inspecting aircraft
throughout their operational life.

e Operation Standards: Regulations for safe flight operations and pilot training.

e Certification Process:

* Vehicle manufacturers must undergo a rigorous certification process to demonstrate
compliance with airworthiness standards

 The process involves extensive testing, inspections, and documentation

* Once certified, an aircraft is issued a Type Certificate, indicating it meets
airworthiness requirements.

19



Airworthiness Standards

CFR 14, or Title 14 of the Code of Federal Regulations
* comprehensive set of regulations
» established by the FAA
e govern airworthiness standards in the United States

* 14 CFR Part 91 - General Operating and Flight Rules
* responsibility and authority of the pilot in command
* need for timely decision-making and response in various flight situations

14 CFR Part 121 - Operating Requirements: Domestic, Flag, and Supplemental Operations

e 14 CFR Part 135 - Operating Requirements: Commuter and On-Demand Operations and Rules Governing
Persons on Board Such Aircraft

 Various sections within Part 121/135 discuss need for timely response in emergency situations and in the operations

e 14 CFR Part 139 - Certification of Airports
14 CFR Part 121, Appendix D - Extended Operations (ETOPS)

e Appendix D to Part 121 - time frames for response in certain situations

e 14 CFR Part 139, Subpart E - Operating Requirements: Aircraft Rescue and Firefighting

e Subpart E of Part - detailed regulations for response times for ARFF services

20



Airworthiness Standards

e Part 25 of Title 14 - airworthiness standards that apply to transport category
airplanes

* CFR 25 “sets forth stringent requirements” for the design and construction of
these aircraft to ensure their safety and airworthiness.

* Requirements for the structural integrity of the aircraft, including materials, load factors, and
fatigue testing.

e Standards for aircraft systems and equipment, including electrical, hydraulic, and fuel systems

* Regulations related to flight and performance characteristics, including stall and maneuvering
characteristics

» Safety requirements, including emergency evacuation procedures and fire protection systems
* Regulations for aircraft handling and control, including stability and control characteristics

Guidelines for aircraft documentation, including the aircraft's operating manual and
maintenance instructions.

Indirectly specifies operator response times
21



Airworthiness Standards

* CFR 25 does not explicitly specify human response times

 Manufacturers must consider human factors and pilot response times when
designing aircraft to meet the performance and handling requirements
outlined in CFR 25
* Typical phraseology

* a vehicle be “operable under normal and emergency conditions using
normal pilot skills”

* Normal pilot skills are defined as the operator “does not require
exceptional piloting skill, strength or alertness.”

22



AC No: 25 .1329-1C

* Failure Conditions Requiring Validation: § 25.1309.

e Safety assessment ... should identify any failure condition responses that
would require pilot evaluation to assess the severity of the effect, and the
validity of any assumptions used for pilot recognition and mitigation

* Guidance on the test criteria, including recognition considerations, for
flight evaluation of these failure conditions ...

* ... assess the performance of the FGS and the adequacy of any applicable
flight crew procedures

e AC 25-7C, paragraph 181b(9) provides guidance on test methods for
particular types of failure conditions that have been identified by the safety
assessment



AC No: 25 .1329-1C

* Assessment of failure conditions has the following elements:

(a) Failure condition insertion (i.e. event)
» affects the airplane and its systems
* some failure conditions are specified in other ACs

(b) Pilot recognition of the effects of the failure condition

» pilot may detect a failure condition through airplane motion cues or by cockpit flight
Instruments and alerts

 specific recognition cues will vary with flight condition, phase of flight, and crew duties

(c) Pilot reaction time.
* time between pilot recognition of the failure condition and initiation of the recovery

. ; dependent upon the pilot attentiveness, based upon the phase of flight and associated
uties”

(d) Pilot recovery
* return the airplane to its normal flight attitude (i.e. safe operations)



AC No: 25 .1329-1C

* Recognition time

(a) Climb, cruise, descent, and holding: 3 seconds
(b) Maneuvering flight: 1 second

(c) Approach: 1 second*

* pilot can be assumed to be carefully monitoring the airplane
performance and will respond rapidly once the malfunction
has been recognized

(d) final phase of landing (for example, below 80 feet): no delay



AC 25-7D

* "Flight Test Guide for Certification of Transport Category Airplanes"” |

e an advisory circular provides guidance for flight testing and certification of
transport category airplanes under CFR 25

* Require test pilots to delay initiation of response to flight control or flight guidance
malfunctions to account for pilot detection time and pilot reaction time
* detection time is assumed to be 1 second
* reaction time is assumed to be 3 seconds

e 3-second reaction time assumption can be traced to AC 25.1329-1A, Automatic Pilot
Systems Approval (dated July 8, 1968 ).

26
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Mapping Metrics
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Analysis of AV

e Accidents were classified into 5
types

e 13 (out of 48) accidents did not
contain feasible data

e E.g., operator never took any
intervention action or accident did
not contain any data

Bashata & Sherry, (in work)

Accident |Number of
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Rear End Accidents

e 10 Accidents

e 3 accidents

* Operator did not execute the procedure
correctly

* Needed harder barking to prevent
collision

e 7 accidents (in red)

* Intervention not possible

* required deceleration greater than -0.7g
to “avoid” accident

Time on Procedure
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* Vehicle velocity is too high to stop in
time

* Hazard appears without enogh time to
respond
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Analysis of Airline Crew Performance

Stall Recovery Windshear Recovery
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Casner, S. M., Geven, R. W., & Williams, K. T. (2013). The Effectiveness of Airline Pilot Training for Abnormal Events. Human Factors, 55(3), 477-485. 31
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Conclusion

* Intervention Not Feasible (INF) Accidents

* Physics of event does not allow intervention
* Combination of velocity and Hazard-emergence-time, make intervention not feasible

* Time on Procedure (ToP)
* Recognition + Reaction + Response Times
* Variable (i.e. max, min)

* Depending on Hazard event, can have long tails
* Especially when automation hands-off to operator



Conclusion

» Substantial difference between the situation of a test pilot and the situation of a
line pilot on a routine revenue flight

* Test pilot is testing a particular malfunction with precise foreknowledge of the malfunction to
be tested and the proper response to be initiated

* Revenue Service pilot is not expecting any malfunction

* 3-second reaction time assumption dates back decades
* Period when performance of the autopilot was constantly monitored by the crew in flight

* Although current guidance recognizes potential variability in pilot recognition
time, it is not clear that applicants are not following the spirit of that guidance,

e only recognition times of less than 1 second must be formally justified.

* With increasing reliability and advances in flight deck alerting and displays, it may
no longer be appropriate to assume that the pilot flying will be monitoring the
automation as closely as in the past

Dr. Immanuel Barshi (personal communication, July 2023)



Recommendation

Design and Certification Performance
Standards

1. ldentify Hazards

2. For each Hazard establish the range of
AOTW
1. Min, Mode, Max

3. For each Hazard provide proof-of-
compliance that ToP + € < AOTW

1. Range of scenarios

4. When PFtCis < Threshold,
Airworthiness is approved for that
Hazard
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Using GAl to Test Procedures

Convert User Manual Text to SOP Steps

|dentify components of SOP Steps

Assign Cue Evaluation to each component of SOP Steps
Calculate PFtC using Mote Carlo Simulation

s w e

Bashata (2023)
Stevie, Jordan, Dam (2023)
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1. Convert User Manual Text to SOP Steps

Here is a step-by-step procedure for proper operator intervention when using Full Self-

Drive (Beta) in a Tesla vehicle:

L

MODEL 3

CWNER'S MaNLAL 4

Remain alert with hands on the steering wheel. Constantly monitor driving
conditions and watch the road, ready to take over immediately.

. When Full Self-Drive encounters a situation it cannot handle, it will warn the driver

to take over immediately. This is shown in red on the touchscreen.

. Take over manual control of steering, braking and acceleration as soon as you see a

take over request. Do not delay.

. To manually override steering, turn the wheel enough to disable Full Self-Drive.

Claude.Al |IEEEEE———) -

Press the brake pedal to manually brake. Press the accelerator to manually
accelerate.
. Once you've fully taken over manual control, Full Self-Drive is now disabled. The

driver has complete control over the vehicle.

. Only re-engage Full Self-Drive when conditions are suitable and you can monitor it

fully. It should not be considered autonomous driving.

Write a procedure for operator intervention while using Full Self-Drive The key steps are remaining vigilant, taking over driving immediately when warned,
overriding all controls manually, and understanding the technology's limitations by not

treating it as fully autonomous. As Full Self-Drive is still in beta, intervention by an
attentive driver prepared to take control is critical whenever needed.

A Co

py ‘O Retry T



1. Convert User Manual Text to SOP Steps

Write a procedure for operator intervention while using Full Self-Drive G

e — o o S * |ssues: Steps missing the
Here is a step-by-step procedure for proper operator intervention when using Full Self-
Drive (Beta) in a Tesla vehicle: m OSt | m po rta nt pa rt
1. Remain alert with hands on the steering wheel. Constantly monitor driving .
°
conditions and watch the road, ready to take over immediately. Trlgger for eaCh Step
2. When Full Self-Drive encounters a situation it cannot handle, it will warn the driver b |e’ When does the Ope rator
to take over immediately. This is shown in red on the touchscreen, n
have to "take over
3. Take over manual control of steering, braking and acceleration as soon as you see a . . "
take over request. Do not delay. Im med Iately

4. To manually override steering, turn the wheel enough to disable Full Self-Drive.

5. Press the brake pedal to manually brake, Press the accelerator to manually
accelerate.

6. Once you've fully taken over manual control, Full Self-Drive is now disabled. The
driver has complete control over the vehicle.

7. Only re-engage Full Self-Drive when conditions are suitable and you can monitor it
fully. It should not be considered autonomous driving.

Tha lhaii cdbncae men vmmmmimimm idmilact talllinm A ddida i lmrmncadliatah i i nn dimvaa



2. ldentify components of SOP Steps

Can you learn these rules for Extended PRL (e-PRL). e-PRL contains the following

1.

2.

entities:

1. An operator responsible for the SOP step is classified as Actor,

* Process for “teaching” Claude the )

Feed SOP into Claude and ask to classify

b
segments of step into e-PRL elements 7
8

. Action for the SOP step is classified as Action (What) and should capture the full

(based on rules)

Let Claude know what was right and
was wrong

» Specific examples (“turns” often indicates
Verification)

. Condition for initiating the S0P step is classified as Trigger (What),

classification process: 3

Teach Claude the rules for classifyinge- ¢
PRL 3

Data required for initiating the SOP step is classified as Trigger (How),
Source of data for initiating the SOP step is classified as Trigger (Where),

Decision to be made is classified as Decide (What),

. Data required to make the decision is classified as Decide (How),

Source of data required to make the decision is classified as Decide (Where),

action phrase/imperative, not just the verb,

. Physical motion required for the action is classified as Action (How),

. Input device used to complete the action is classified as Action (Where) and should

include additional useful contextual details when available.

Some steps require the operator to wait and verify that a condition has been met. In

Let Claude generate a new set of rules
based on initial input and modifications ..
in step 3

1L
Teach Claude the new rules for e-PRL 13
Classification

14,

15

16.

that case, the following entities are also required:

1. Waiting requirement. if any, that must be met is classified as Waiting (What).

Data needed for fulfilling waiting requirements is classified as Waiting (How),

. Source of data needed to fulfill waiting requirement is classified as Waiting

(Where),

Verification action after a waiting requirement has been met is classified as
Verification (What),

5. Data required for verification is classified as Verification (How),

Source of data required for verification is classified as Verification (Where).

0.,



2. ldentity components of SOP Steps &=~

* Process for “teaching” Claude
the classification process:

1.

2.

Teach Claude the rules for
classifying e-PRL

Feed SOP into Claude and ask
to classify segments of step

into e-PRL elements (based
on rules)

Let Claude know what was

right and was wrong

» Specific examples (“turns” often
indicates Verification)

Let Claude generate a new

set of rules based on initial

input and modifications in

step 3

Teach Claude the new rules
for e-PRL Classification

A\

Classify the steps into e-PRL labels

Here is the procedure classified using e-PRL labels:

1. Actor: Remain alert with hands on the wheel at all times. Do not rely on Full Self-
=y
Driving to drive safely on its own. Be ready to take over immediately if needed,

2. Trigger (What): Closely monitor the driving environment, traffic, and vehicle
behavior. Trigger (How): By watching the roadway, mirrors, and vehicle screens.

Trigger (Where): The roadway, mirrors, and vehicle screens.

3. Trigger (What): If the vehicle does something unsafe or unpredictable. Action

(What): Immediately take over manual control. Action (How): By gripping the wheel

firmly,
Action (Where): The steering wheel. Action (What): Override the system by steering,

braking or accelerating as appropriate,

4, Trigger (What): When Full Self-Driving makes a mistake or you encounter a situation

it can't handle properly. Action (What): Use the drive stalk to disengage it. Action

(How): By pulling the stalk up once. Action (Where): The drive stalk.

5. Jagger (What) Whep Eull Self-Qriving is not performing properly or safely. Action

(What): Try to disengage early before the vehicle gets into a problematic situation.

o

. Trigger (What): When unsure about Full Self-Driving's ability te handle a

guestionable situation. Action (What): Proactively take over manual control,

~J

. Trigger (What): After manually taking over from Full Self-Driving. Action (What):

Continue driving manually or pull over to a safe location. Action (What): Don't
f——\b——— -3
immediately re-engage without addressing what went wrong.

So in summary, I labeled the actor, triggers, actions, and supplemental details for how
and where using the e-PRL structure. Let me know if you would like me to clarify or
expand on any part of the procedure.

™ Con y Detn -
py < Retry 0
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* Process for “teaching” Claude the

classification process:

1.
2.

Teach Claude the rules for
classifying e-PRL
Feed SOP into Claude and ask to

classify segments of step into e-
PRL elements (based on rules)

Let Claude know what was right

and was wrong

» Specific examples (“turns” often
indicates Verification)

Let Claude generate a new set of

rules based on initial input and

modifications in step 3

Teach Claude the new rules for e-
PRL Classification

2. ldentify components of SOP Steps

Here are a few problems with the classification you presented. Can you take these into
account when classifying future procedures.

1. An actor is the person responsible for performing the step. The text you labeled as

actor in step 1 is incorrect.

2. A step must only contain one “Action (What)". If multiple Actions are present in a
step, they should be concatenated into one Action (What) or split into two separate
steps.

3.  You added some additional information in step 2 and labeled that as "Trigger

(How)". Make sure you explicitly identify text that was not part of the initial procedure.

42



2. ldentity components

of SOP Steps

* Process for “teaching” Claude the

classification process:

1.
2.

Teach Claude the rules for
classifying e-PRL
Feed SOP into Claude and ask to

classify segments of step into e-
PRL elements (based on rules)

Let Claude know what was right
and was wrong

* Specific examples (“turns” often
indicates Verification)

Let Claude generate a new set of
rules based on initial input and
modifications in step 3

Teach Claude the new rules for e-
PRL Classification

Here is an updated classification taking into account your feedback:
1. Actor:

Trigger (What): Remain alert with hands on the wheel at all times.

Trigger (What): Do not rely on Full Self-Driving to drive safely on its own.
Trigger (What): Be ready to take over immediately if needed.

2. Acton
Trigger (What): Closely monitor the driving environment, traffic, and vehicle behavior.
3. Actor:

Trigger (What): If the vehicle does something unsafe or unpredictable.
Action (What): Immediately take over manual control by gripping the wheel firmly and
overriding the system by steering, braking or accelerating as appropriate.

4. Actor:

Trigger (What): When Full Self-Driving makes a mistake or you encounter a situation it
can't handle properly.
Action (What): Use the drive stalk to disengage it by pulling the stalk up once.

5. Actor:

Trigger (What): When Full Self-Driving is not performing properly or safely.
Action (What): Try to disengage early before the vehicle gets into a problematic
situation.

6. Actor:

Trigger (What): When unsure about Full Self-Driving's ability to handle a questionable
situation.
Action (What): Proactively take over manual control.

7. Actor:

Trigger (What): After manually taking over from Full Self-Driving.
Action (What): Continue driving manually or pull over to a safe location.

Action (What): Don't immediately re-engage without addressing what went wrong.
4>



3. Assign Cue Evaluation to each component
of SOP Steps

1. Import System Description (SD) document
1. Input devices and output displays

2. Prompt: Evaluate the cues based on SD document

1. In FoV?
2. Salient?
3. Ambiguous?

How GAI can be used “theoretically”



Calculate PFtC using Mote Carlo Simulation

4.

5.

Teach Claude what an SOP Model is.
Teach Claude SOP evaluation metrics

Give Claude a text description of model

1. Actions on operator branch
2. AOTW

Give Claude a description of which actions run in parallel and which
run in series

Ask Claude to run a simulation given x return SOP evaluation
metrics



Calculate PFtC using
Mote Carlo
Simulation

Teach Claude what an SOP Model
is.

Teach Claude SOP evaluation
metrics

Give Claude a text description of
model

1. Actions on operator branch
2. AOTW

Give Claude a description of which
actions run in parallel and which
run in series

Ask Claude to run a simulation
given x return SOP evaluation
metrics

Consider the following model for Standard Operating Procedures: An S0P Action

Diagram consists of (i) actions, (i) branches, and (iii) inputs/outputs (I/0s). Actions,

depicted by squares, are performed by actors. Actors are depicted by the branches, and

each actor performs the actions on its branch. An action can be triggered by a

preceding action done by the same actor, or it may be triggered by an action from

another actor, using 1/Os to depict the information flow between the two actions. [/0s

are depicted as parallelograms

Clkay, here are a few key points about the Standard Operating Procedures (30F) model

you described:

It uses a diagram with 3 main components: actions, branches, and inputs/outputs
(I/Os).

Actions are depicted as squares and represent tasks performed by actors.

Actors are shown via branches, with each branch containing the actions performed

by that actor.

Actions can be triggered in two ways:
* By a preceding action on the same branch (same actor)

s By an action on another branch, with the information flow shown by an [/O

[/O= are parallelograms that connect actions on different branches to show the flow

of information between actions performed by different actors.

Overzll, the SOP model aims to visualize the workflow, actions, actors, and
information flow involved in standard operating procedures. The diagram provides

a high-level overview of how different actors, tasks, and inputs/outputs fit together
within the SOP.

Does this help summarize the key aspects of the SOP model you described? Let me

know If you need any clarification or have additional questions!
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Calculate PFtC using
Mote Carlo Simulation

Teach Claude what an SOP Model is.

Teach Claude SOP evaluation
metrics

Give Claude a text description of
model

1. Actions on operator branch
2. AOTW

Give Claude a description of which
actions run in parallel and which
run in series

Ask Claude to run a simulation
given x return SOP evaluation
metrics

Consider the following SOP evaluation metrics: he performance of the SOP is measured
by the Time on Procedure (ToP). The ToP differs each time the SOP is completed due to
the varying level of expertise of the operators performing the SOP, attention, fatigue,
and other human factors. The Allowable Operation Time Window (AOTW) is defined by
the time in which the procedure must be completed [4]. The AOTW can also differ due
to variability in aircraft performance and the operational environment, which explains
why it is given as a distribution and not a fixed number. When the ToP exceeds the
AOTW it indicates that the SOP failed to meet its goal. From the ToP and AQTW, the
Procedure Buffer Time (PET) can be derived by the following relation: PET is the
difference in AOTW and ToP for each time the SOP is performed. Because AOTW and
ToP are governed by distributions, PBT is represented as a distribution, where the left
tail below zero (i.e. ToP>= AOTW) is defined as the Probability of Failure to Complete
(PFC). The longer the left tail is, the more unreliable the SOP is.

Okay, let me summarize the key points about the S0P evaluation metrics:
* Time on Procedure (ToP) - measures how long it takes to complete the SOP each
time it is performed. Varies due to operator expertise, attention, fatigue, etc.

* Allowable Operation Time Window (AOTW) - defined as the time in which the SOP
must be completed. Also a distribution due to variability in aircraft/environment.

Procedure Buffer Time (PBT) - derived by taking the difference between ACOTW and

ToP. Represented as a distribution.

* Probability of Failure to Complete (PFHC) - the left tail of the PET distribution below
zero (when ToP > AOTW). Indicates the unreliability of the SOP.

* The longer the PFC left tail, the more unreliable the SOP is.

s If ToP exceeds AOTW, it indicates the S0P failed to meet its goal.

In summary, the metrics aim to measure S0P reliability and performance by comparing
the time needed to complete it vs the allowable time window, accounting for

variabilities. The PBT and PFtC distributions specifically quantify the procedure’s
robustness. 47
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Calculate PFtC using
Mote Carlo
Simulation

Teach Claude what an SOP Model is.

Teach Claude SOP evaluation
metrics

Give Claude a text description of
model

1. Actions on operator branch
2. AOTW

Give Claude a description of which
actions run in parallel and which
run in series

Ask Claude to run a simulation
given x return SOP evaluation
metrics A

Consider an SOP AD model where there are 2 actions on the operator branch. the first
action has triangular distribution with parameters 0.25, 0.3, 0.35. The second action has
a triangular time distribution with parameters 0.25, 0.3, 0.35 seconds. The AOTW is

assumed to be a triangular distribution with parameters 0.5, 2.18, 5 seconds).

Okay, let's break this down:

* There are 2 actions on the operator branch in the SOP Action Diagram (AD) model

s Action 1 has a triangular time distribution with parameters (min, mode, max) =
{0.25, 0.3, 0.35) seconds

s Action 2 has a triangular time distribution with parameters (0.25, 0.3, 0.35) seconds

* The Allowable Operation Time Window (ACQTW) is a triangular distribution with

parameters (0.5, 2.18, 5) seconds
To summarize:

s Action 1 time ~ Triangular(0.25, 0.3, 0.35)
s Action 2 time ~ Triangular(0.25, 0.3, 0.35)

s AOTW ~ Triangular(0.5, 2.18, 5)

Given this, we can simulate multiple completions of the 2-action 50F to estimate the
Time on Procedure (ToP) distribution and compare it to the AOTW to compute the
Procedure Buffer Time (PET) and Probability of Fallure to Complete (PHC). Let me know
if you need help simulating this model.

Lop )
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Calculate PFtC using
Mote Carlo

Simulation

Teach Claude what an SOP Model is.

Teach Claude SOP evaluation
metrics

Give Claude a text description of
model

1. Actions on operator branch
2. AOTW

Give Claude a description of which
actions run in parallel and which
run in series

Ask Claude to run a simulation
given x return SOP evaluation
metrics

A\

the actions on the operator branch run in sequence, while the the AOTW runs in parallel
to those actions.

Got it, thanks for the clarification. Since the two actions on the operator branch run

sequentially, and the AOTW runs in parallel, we can model it as:

s Action 1 time ~ Triangular{0.25, 0.3, 0.35)
» Action £ time ~ Triangular{0.25, 0.3, 0.35)
s Time on Procedure (ToF) = Action 1 time + Action 2 time

s Allowable Operation Time Window (A0TW) ~ Triangular(0.5, 2.18, 5)
So the total ToP would be the sum of the times for Action 1 and Action 2.

To analyze this 50F AD model, we can:

[

. Repeatedly sample from the time distributions for Action 1 and 2
2. 5um the sampled times to get a sample ToP

3. Sample from the AOTW distribution

4, Compare ToP vs AQTW for each sample

5. Compute the Procedure Buffer Time (FET) = AOTW - ToP

o

. Determine the Probability of Failure to Complete (PFtC) from the PBT distribution

Let me know if you would like me to demonstrate this simulation and analysis for the

example S0P model you described.

O Com i
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Ca | C u | ate P FtC u S i n g Can you simulate this model using a Monte Carlo simulation with 1000 runs and
Mote Carlo Simulation

1. Teach Claude what an SOP Model is.

2. Teach Claude SOP evaluation R
metrICS from scipy.stats import

3. Give Claude a text description of n_sims - 1000
model

1. Actions on operator branch
2. AOTW

4. Give Claude a description of which
actions run in parallel and which ot = triang.rvs(0.5, 2.18, 5, size=n_
run in series

5. Ask Claude to run a simulation D
given x return SOP evaluation P-mean(pot < &
metrics

Sure, here is a Monte Carlo simulation with 1000 runs for the SOP AD model you
described

al time

a2 time

al time + a2 time

aotw - ToP

print("Probability of Failure to Complete:", pftc)
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Calculate PFtC using Mote Carlo Simulation

1. Teach Claude what an SOP

Model is.
. Results:
2. TeaCh ClaUde SOP evaluat|0n Probability of Failure to Complete: 0.001
metrics -
. . . T Ize:
3. Give Claude a text description .
Of model * Simulated Action 1 and 2 times using triangular distributions
1. Actions on Operator branch * Computed ToP by summing action times
2. AOTW e Simulated AOTW using triangular distribution
4. QGijve Claude a description Of » Calculated PBT and PFtC from simulations
which a.ctions r.u nin .pa rallel The PFtC is 0.1%, indicating the probability of the SOP failing to complete within the
and WhICh run In series AOTW is very low for this example. Let me know if you need any additional analysis of

the results!

5. Ask Claude to run a simulation
given x return SOP evaluation
metrics
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