aging the contmuity of Human

lases m AISE applications
September 28,2023

WALTER SCOTT, JR.
Ne'J COLLEGE OF ENGINEERING Dr. Steven Conrad
COLORADO STATE UNIVERSITY HeidiPerry



Trustworthy Al in Systems Engineering

Distribution Statement A. Approved for public release. Distribution is
unlimited.

This material is based upon work supported by the Under Secretary of
Defense for Research and Engineering under Air Force Contract No.
FA8702-15-D-0001. Any opinions, findings, conclusions or
recommendations expressed in this material are those of the author(s)
and do not necessarily reflect the views of the Under Secretary of
Defense for Research and Engineering.

[E

Heidi C. Perry

28 September 2023

LINCOLN LABORATORY

MASSACHUSETTS INSTITUTE OF TECHNOLOGY

© 2023 Massachusetts Institute of Technology.

Delivered to the U.S. Government with Unlimited Rights, as defined in
DFARS Part 252.227-7013 or 7014 (Feb 2014). Notwithstanding any
copyright notice, U.S. Government rights in this work are defined by
DFARS 252.227-7013 or DFARS 252.227-7014 as detailed above.
Use of this work other than as specifically authorized by the U.S.
Government may violate any copyrights that exist in this work.




Human Coupled Systems Modelling Lab P
- integrated test bed for Urban Environments  eneroy

INSTITUTE

COLORADD STATE UNIVERSITY

Coupling social sciences and engineering to investigate and model the dynamics
of human-water-energy-carbon-food systems to inform system optimization and
decision making

* Ongoing Alresearch
Adaptive Al
e Waterand cnergy urban system performance \
» Applications of Systems Thinking and | Analytics s
Dynamics/Agent modelling » / Control
. H b h . 1 Models Embedded Digital Twinning of
uman penaviouralresponscs Water/Energy Systems for System 1
. Choices Operations and Decision Support —_—
Agents/ModeIs i ot
* AlAugmented Decision Making T With/ without physical Models?
ith goal to operatlonallze
* Decision visualization models 1
.. . . SD models Digital Vlsuallzatlon ENERGY IMPLICATIO VINGS AND TEC(WERY
* Visual cognition of smart displays - Adaptive | |

human machine interfaces Decisions/Policies
Fault/Early Detection

Grid/System resilience

* City Sustamability and Resilience

e Urban metabolism and resource behaviours

r U WATER ENERGY 1 Overview of the modelling efforts in the Human Coupled Systems Modelling Lab

« Urban water/energy design challenge RBAN DESIGN
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Al 1n the Built Environment o
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é _ Correlation
‘ Al SP ecies — facility features
Classification | gnd siting details
.=-| Image
By package 1 S data
captured site (temp ?ral, : \l/ repository
; interactions spatial animal
: data) Agent .
Model behavioral
ode model
S WIM Web Cloud Servers
FINAL PRODUCT
>

site characterization and impact data

SoIar energy facility
G

halo boundary
GQ Conrad et al, “Solar Wildlife Interaction and Monitoring Web (SWIMWeb)“, in progress.
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Designing Al for time constrammed decisions (alleviate
cognitive burden)

amoxicillin-clavulanate (Augmentin) 875-125 mg Tab + Accept | ¥ Cancel

Pharmacy Coverage:  Preferred Level §
Copay: Retail pharmacy: 10 % (S0.00 to 50.00), Tier 1 (of 14)

Reference Links: + CHCO Formulary

Mote to Pharmacy: + Add Note to Pharmacy

Recommended dose: | Prophylaxis: 875 mg po TID x 5-7 days.

commonly synthesized
concepts:

Infection: 875 mg po TID x 10 days.

commonly synthesized
concepts:

i i Mo signieant -];'rrob]:‘:mst Product AMOXICILLIN-POT CLAVULANATE 875-125 MG PO TABS
-Treatment 3 | differencein -Treatment roduct - -
-Time (Chronology) errors during -Test (Investigations) sig Method Taper/Ramp | Combination Dosage  Use Free Text

information

@ Dose: 1] 875 mg

synthesis ® route: o Oral  As instructed

Frequency Three times  day o

Duration: Doses B Sdays 7days 10days 14days
Starting: |7/27/2023 Ending First fill

@ Dispense: [:] tablet Refill:| 0 n 1(2(3|s5(n
Total Supply: Unable to calculate
MNo time restriction [ Dispense As Written

Renewal Provider: [ Do not send renewal requests to me

Mark long-term: [ AMOXICILLIN-POT CLAVULANATE (PENICILLIN COMBINATIONS)

Patient Sig: three times a day

+ Add additional information ta the patient sig

Closs Noma ol
Patient Privacy: RIS Do not hide from proxies [G)

Interns accomplished clinical scenarios using EHR Clinical notes
-Scenarios involved information retrieval and synthesis of clinical
notes

| Prototype EHR User Interface |

Use of Artificial Intelligence to Facilitate EHR
Documentation in Emergency Departments

Farri, O., Monsen, K. A., Pakhomoy, S. V., Pieczkiewicz, D. S., Speedie, S. M., &
Melton, G. B. (December 01, 2013). Effects of time constraints on clinician-computer
interaction: A study on information synthesis from EHR clinical notes. Journal of
Biomedical Informatics, 46, 6, 1136-1144.

Conrad, Ozkaynak, Simske, Project in progress
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[&] WIT Lincoln Laboratory — A Sampling of Al Research

Foundation Models for DoD Applications Trustworthy Al Human Machine Teaming

Diverse ; 1 RL as a superhuman
Foundation Downstream y ) teammate

Multimodal ——> Model Training ——> Adaptation HR Tasks

Data O O a O

Text

Nliedes aingng

b~
wil
@&
2
6
r
8

Images i [ U b ) s A U - ; A
Audi h 2 - ' . T 3?
uee - ' ,]\ Homeland Protection -4 I R - - - 3
e Domain Data \ : Flasab) - I
i Peppgr i Remote sensing \ — u ol "y &) (Cooperative Card Game) : ‘:‘:- : ‘ ®
3D Signals aussie pup hg:ilgsldt‘iza w _— 2 y = i
Design foundation models to rapidly adapt to Develop SAFER (safe, fair, resilient, ethical Extend Human-Al interaction to autonomous
national security requirements and data sets and robust) Al for DoD Applications wingman and intelligent C2 applications
Al Driven Experimental Design Al for Challenging Environments

Lincoln Laboratory supports a
broad portfolio of national

| security Al research appliedin . e

L | Air, Land, Sea, Space, Bio and B S R

LA A A A A X AR A R X AT Aad L= Lad2ad

osscissossvsssorOre
000ss080808s

‘m‘ H essose
) Cyber domains
Despplied Develop Al to classify signatures under sparse
to rapid and cost-effective design of antibodies* data conditions with no initial training data
Trustworthy Al- 6 * Li, L., Gupta, E., Spaeth, J. et al. Machine learning optimization of candidate antibody yields highly diverse sub-nanomolar LINCOLN LABORATORY

HCP 9/28/23 affinity antibody libraries. Nature Communications, 14, 3454 (2023). https://doi.org/10.1038/s41467-023-39022-2 MASSACHUSETTS INSTITUTE OF TECHNOLOGY
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The Al promise of uncertainty reduction

Social decision @ Outcome for other b Impact on other’s well-being
L HOW T0 (HoosE

C el

.E %

b £

ol @

Q Q

= =

= =

& (s

S S

5 £

O

Go to work when ill? Will | infect a colleague? Will they suffer a great deal? l

Kappes, Andreas & Nussberger, Anne-Marie & Faber, Nadira & Kahane, Guy & 5 .
Savulescu, Julian & Crockett, Molly. (2018). Uncertainty about the impact of social et S0
decisions increases prosocial behaviour. Nature Human Behaviour. 2. 10.1038/s41562- o I . < 1
018-0372-x. e el ~ "
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I&] DoD Responsible Al Pathway to Trust
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RESPONSIBLE ARTIFICIAL I T =4 AlProduct &
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0 e Dty S AR i 25 2l opleting. = 0 o
. g:p'm;mm:ymﬁmjmmugemm_maDepanméumiDemﬁse, (7] D GOVERNABLE m
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 DoD strategy and implementation “pathway” for development of responsible Al
« BUT, to achieve trust, the underlying Al technology must be trustworthy...

“‘DoD Responsible Al Strategy and Implementation Pathway,” DoD Responsible Al Working Council, June 2022

Trustworthy Al- 8 LINCOLN LABORATORY
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]@[ Al Canonical Architecture

Sensors

Users (Missions)

Structured Human-Machine
Data

Teaming

> Machine Learning

Information Knowledge [] Human
Data

= Machi Insight
uman-Machine
Conditioning > > Complement >

[] Machine

>
Unstructured

pata < >

Spectrum

{

Modern Computing

CPUs a' GPUs

Neuromorphic Custom = = -

Quantum

Trustworthy Al

Explainable Al Metrics and Verification & Validation Security Policy, Ethics, Safety
P Bias Assessment (Standards & Benchmarks) (e.g., Counter Al)

and Training

Trustworthy Al- 9 _ . . .
HCP 9/28/23 GPU = Graphics Processing Unit

TPU = Tensor Processing Unit LINCOLN LABORATORY

MASSACHUSETTS INSTITUTE OF TECHNOLOGY



Human Cognitive Limitations and Perception
Blocks

* Retam only limited information in short-term
memory

Difficultyin isolating a problem

Delimiting the problem space too closely
* Displaydifferent types and degrees of
intelligence

Inability to see the problem from various

perspectives

* Closed beliefsystems restrict mformation
search

Stereotyping

: : : Cognitive saturation or overload
* Propensity forrisk varies

* Levelofaspiration correlated to desire for

information
Morris, Alan H. "Human cognitive limitations. Broad, consistent, clinical application of Clemen, Robert T., and Making Harding Decisions. "An introduction to decision
physiological principles will require decision support." Annals of the American Thoracic analysis." R. Clemen, & T. Reilly, Making Hard Decisions with Decision Tools (2001): 2.

Society 15.Supplement 1 (2018): S53-S56.

WALTER SCOTT, JR.
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Al as a rational or human thinker?

Table 1: Four Categories of Al Definitions

Lee, C. (2019) The Game of Go:
Bounded Rationality and Artificial Intellige

Human Behaviour Rational Behaviour
Thinking 1. Thinking Humanly 3. Thinking Rationally
(Mental Process) Machines that think Machines that think
e intelligently like humans rationally
Acting 2. Acting Humanly 4. Acting Rationally
(Action) Machines that perform Machines that act
activities that human rationally

consider intelligent

Source: Adapted from Russell and Norvig (2010), Figure 1.1, p.2.

Simsek, O. (2020). Bounded Rationality for
Artificial Intelligence. In R. Viale (Ed.), Routledge
Handbook of Bounded Rationality (pp. 338-348).

Routledge.

WALTER SCOTT, JR.

N'¢'7 COLLEGE OF ENGINEERING

*Russell, Stuart and Peter Norvig. 2010. Artificial Intelligence: A Modern Approach, Third
Edition. New Jersey: Prentice Hall.

SYSTEMS ENGINEERING
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%o VVDED RA TIOVACTITY

BowUDED

on's principle of bounded rationality

We are motivated to
satisfice vs. optimize

Our cognitive limits influence the
approach and application of Al
systems

SYSTEMS ENGINEERING
COLORADO STATE UNIVERSITY



‘ Anchoring

False prions
Conjunction fallacy

Availability Hurestics Cognitive dissonance

Conjunction fallacy

Hol-hand

E_ nnnnnn l aaaaa .
Confirmation bias

of
A rion eff

pullo
Hol-hand fallacy ; ''''''' ;;asdamenta\' aM‘é‘r': prosure effect
A U

6{\\0
Endowment effect .&@

In-group bias

Reactive devaluation

T
o b\\{\

2° Halo effect
3

Hindsight bias
?I\ﬁere exposure effectAnNchoring

In-group bias

Hindsight bias

False prions

Anchoring

Halo effect

1ooye Bulweld

Fundamental attribution error

Amos Tversky and

Daniel Kahneman views on cognitive bias

Continuity of biases in Al framework
development and applications

Commitment and Escalation of

Commitment
Confirmation
Anchoring

Framing Effect

Hindsight and overconfidence
Availability Heuristics

SYSTEMS ENGINEERING

COLORADO STATE UNIVERSITY



Commitment

- Can lead to training and
monitoring pathways that align
with what has been done or
observed in the past.

- Compromised ability to remain
neutral

- continued commitment leads to
escalation of commitment biases
(locked in effects)

Source: Decision Lab project

our tendency to remain committed to our past behaviors, particularly those
exhibited publicly, even if they do not have desirable outcomes.

COLLEGE OF ENGINEERING
COLORADO STATE UNIVERSITY

WALTER SCOTT, JR. SYSTEMS ENGINEERING

COLORADO STATE UNIVERSITY




1) A student
provides
scientific
explanation

2) AI-based
systems grades
it according to

the rubric

3) Automatic
feedback for
the student is
generated

Confirmation Bias

Decreased Decreased Decreased

blood cellular rate of ATP Difficulty to
oxygen oxygen production in exercise
- can lead to labelling errors, labels assigned on et — -
prior beliefs rather than objective conclusions RBC Decronced
. . o o transpo:t respiratory
- confounding biases (correlation testing) - oxygen 0 rates
omitted variables
o qe Graded Rubric Diagram
- can lead to human-Al operators overriding :

predictions

Nazaretsky, T., Cukurova, M., Ariely, M., & Alexandron, G. (2021, September). Confirmation bias and trust: Human factors
that influence teachers' attitudes towards Al-based educational technology. In CEUR Workshop Proceedings (Vol. 3042).

our underlying tendency to notice, focus on, and give greater credence to
evidence that fits with our existing beliefs. Leads us to poor decisions as it
distorts our reality from which we draw evidence.

WALTER SCOTT, JR.
COLLEGE OF ENGINEERING SYSTEMS ENGINEERING

COLORADO STATE UNIVERSITY

COLORADO STATE UNIVERSITY



Anchoring

- can distorts perception and use of
Al system

- can cause users to formulate
skewed perceptions of predictions,
anchoring to the first answer they are
given

(a) Error of Estimation for Model Strengths (b) Confidence of Estimation for Model Strength: (c) Frame-Query Prediction Confidence

00 100 100

! L |

50 75 75

‘ ‘ ‘ Exp Type
! I I 1 50 . 50 ‘ No Exp
*$ $ E3 With Exp
=50 . 25 . . 25 .
-100 — [— 0 0
Strong First Weak First Strong First Weak First Strong First Weak First

Figure 5: Mental model metrics. (a) Participants’ error of estimation for component accuracy (below 0 is underestimation). (b)
Percentage of components for which participants rated as being confident in their estimation. (c) Percentage of frame-query
pairs for which participants felt confident in their predictions. The last two plots are based on strength-detection (as described
in Section 4.2)

Nourani, Mahsan, et al. "Anchoring bias affects mental model formation
and user reliance in explainable Al systems." 26th International Conference
on Intelligent User Interfaces. 2021.

We rely too heavily on the first piece of information we are given about a topic

WALTER SCOTT, JR.

W'e'sJ COLLEGE OF ENGINEERING

SYSTEMS ENGINEERING
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[ Guidelines }

Framing effect

- can cause training to focus on &

the way data is coded vs the data g

itself — COMPAS" £ , :
. m : [ ! |

- can cause problem formation o : !

issues e

— e e e e e e e e e e e e e e =

Fig. 1. Framework architecture

P. E. U. Souza, C. P. Carvalho Chanel, F. Dehais and S. Givigi, "Towards human-robot interaction: A
framing effect experiment," 2016 IEEE International Conference on Systems, Man, and
Cybernetics (SMC), Budapest, Hungary, 2016, pp. 001929-001934, doi:
10.1109/SMC.2016.7844521.

Framing bias refers to the observation that the manner in which data is
presented can aﬁeCt deCiSion making * Dressel, J., Farid, H. 2018. The accuracy, fairness, and limits of predicting

recidivism. Science Advances 4(1);
https://advances.sciencemag.org/content/4/1/eaao5580.

WALTER SCOTT, JR.
COLLEGE OF ENGINEERING SYSTEMS ENGINEERING
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HlndSIQ ht and OverCOnfldence reliable source of information

Table 1. Important factors leading to knowledge bias.

. . Factors Leading to Knowledge Bias Description
- can Iead to an overco nfl d ence in Experimental bias Inherent bias in experiment leading to inaccurate outcomes, and
our abil |ty to P redict con sequences pre-existing beliefs leading to wrong perceptions such as hindsight
Of d e Ci S | ons Problems with information reliability Synthesizing systems based on false or partially accurate data
. . Limited expert knowledge Domain experts may have limited knowledge of their own domain
- can Iead to source | nfO rmation P & that will limit the knowledge programmed into the system
errors (d ata sets ) ,an d inte p retation Shallow information Implicit knowledge contained in systems such as electronic health

records may be shallow and may not include the necessary details

errors, along with trust (Al rejection

of true values) Gurupur, Varadraj, and Thomas TH Wan. "Inherent bias in artificial
intelligence-based decision support systems for healthcare." Medicina 56.3
(2020): 141.

Hindsight - our tendency to look back at an unpredictable event and think it
was easily predictable. It is also called the ‘knew-it-all-along’ effect.
Overconfidence — tendency for excessive certainty in one’s answers/knowledge

WALTER SCOTT, JR.
COLLEGE OF ENGINEERING SYSTEMS ENGINEERING

COLORADO STATE UNIVERSITY COLORADO STATE UNIVERSITY



AvAT LABILTITY
HevRISTIC

Availability heuristic

Turwves Qv THE
News

|
C

- can lead to selection bias, association bias in
training models

- Al models trained in mis-proportional data sets
can exhibit availability heuristics (weighting
problems)

Thrwes Harrewzve
TN THE WorLD

Avalilability heuristic describes our tendency to
use information that comes to mind quickly, a
mental shortcut to improve efficiency.

Source: unknown

WALTER SCOTT, JR.

COLLEGE OF ENGINEERING SYSTEMS ENGINEERING

COLORADO STATE UNIVERSITY COLORADO STATE UNIVERSITY



Enabling/Improving the Human-Machine Team

Physical Enhancement

Human Augmentation

e
v

Cognitive Enhancement Spatial Enhancement

Team Dynamics

Teaming

%

Task Sharing

Advanced Concepts of
Teaming

Assurance

(3

Explainability and
Robustness

Trust and
Bias Calibration

Security and
Resilience

HMT Technologies should aim to enable or improve one or more elements of the

Human-Machine Team in order to improve mission outcomes

Trustworthy Al- 20
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& Challenges in Trustworthy Al and Autonomy

Critical need exists to address the trustworthiness of Al for National Security

Environment Sensors Al Models Decision Makers

v
Y

A
- , 2]
Resilience to Adversary Adversarial Robustness Transparency o
7]
* Physical-world * Traditional forms Original Optimized, Adversarial * Lacking human 3
adversarial examples  of deception Image Digital Noise Example logic / context -
PEED) L iy o - -~ — - » Unexplainable 8
i b 7 + eX = ;
Al Model: , j,{ o 2 outputs ©
“85 MPH” - ily! : bACa e Ly
5 y Al Model: Al Model: * Unclear decision 8
“Pig” “Airliner” process Q
(o
o
Robustness and Adaptability Robustness to Sensor Degradations Safety x
* Biases * Anomalies ] * Unbounded
- Distribution Shift - Novel classes * Noise behaviors
. Fl * Distortion « Operating outside
Y « Occlusions envelope
o — + Data dropout . Sl_ngle point of
- failure
Trustworthy Al- 21 LINCOLN LABORATORY
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Real world patterns of cognitive biases

The continuity of supervisory Al-Human teaming biases

sabity Hurost

lack of true
representative

datasets distributed
throughout
data

Application Biases @ Biased Al design and deployment
human-Al teaming Biased deployments

Issues Harmful repurposing

of Al models :
Imbalances in problem
formation
Biased requirements, modelling,

and testing

indsight bias

Untrustworthy Al

WALTER SCOTT, JR. Conrad, S., et al, 2023 “The continuity of supervisory Human-Al . T R ING

W'e'sJ COLLEGE OF ENGINEERING 0 o . . . o
COLORADD STATE UNIVERSITY teaming biases” — working paper in progress, do not cite. COLORADQ STATE UNIVERSITY




]E[ Trustworthy Al techniques should span the full life cycle

Dataset Collection Prototyping Evaluation Deployment
Training v | update | i T :
Data Train Deliver Deploy
= Model = Model = Model
Gather, Process, T l l l
and Partition Data
Validation
Data Estimate Verify Operational » Monitor
Performance Test Performance Data Performance
Data +

Data Synthetic Data
Augmentation Generation

Data Diversity Poison

Differential
Metrics Detection

Privacy

Robust Uncertainty-
Training Aware Learning

Secure MPC
for ML

Robustness Enhancement & Evaluation Capabilities

Workflows & Interoperability

)

Flexible Distributed
Configuration Training & Eval

Natural Adversarial
Perturbations Perturbations
Feature
Visualization

Probability
Calibration

Anomaly Drift
Detection Detection
Counterfactual Domain
Explanations Adaptation

)

Hyperparam.
Optimization

APIs for ML APIs for T&E
Inference Capabilities

Trustworthy Al- 23
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* MPC = multi-party c

omputation
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]E[ Sample Effects of Bias Propagation

e Predictive Policing - Extreme confirmation bias causing self-reinforcing training data
» Prediction algorithms need many positive and negative examples of each offense and over a range

of communities
Vast majority of data comes from ‘high-crime’ communities (not higher socio-economic communities)

>
» Al runs risk of confirming human and algorithmic bias of high crime areas while overlooking low crime
area offenses

e Facial Recognition for Security Checkpoints — Bias favoring accuracy for particular subgroups

» Overall reported ‘accuracy rates’ may not be subdivided by ethnicities
» High confidence built based on one group leads to bias against populations with a high error rate with

potential arrest of innocent people

o Effects of Al hype - A bias that Al is ‘smarter’ than most people

» Many may suspend critical thinking in favor of algorithmic results
» Danger in favoring black-box Al usage in critical decision making, but the algorithms are not in charge

LINCOLN LABORATORY

Trustworthy Al- 24
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]E[ Metrics for Effective Human-Al Systems /f

= g\

Effectiveness Web

Performance
Workload
Interpretability Efficiency
Predictability Trust
Mission 2
Adaptability Reliance

Metric Description

Performance How well did the human-Al system complete intended tasks?
Workload Did the system decrease the human cognitive workload
Efficiency compared to baseline?
Trust How much does the human trust the system to aid in

us completing intended tasks?
Reli How often does the human choose to use the system to

ellance complete intended tasks?
Adaptability Can the Al adapt to new/unexpected situations?

Predictability

Interpretability

Does the Al act in a way consistent with the human mental
model?

Does the human understand how and why the Al makes
decisions?

Chang, K. C. et al, “A Multidimensional Analysis of Effectiveness for Human-Al Teaming Systems,”

LL Tech Report (2020)

Metrics allow for benchmarking of Human-Al systems and the means to evaluate the
effectiveness of Al implementations

Trustworthy Al- 25
HCP 9/28/23
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