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• HITL refers to a broad set of architectures involving 

humans and autonomous agents interacting to complete a 

task

Human-in-the-Loop (HITL)
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• HITL is “grounded in the belief that human-machine 

teams offer superior results, building trust by 

inserting human oversight into the AI life cycle” 
(Middleton et al. 2022)

Why use HITL?
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Literature Review: Humans in the AI Lifecycle
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(Wu et al. 2022)

Humans are involved in the AI system development 
cycle in different ways

Data Training Construction Operations
Humans:
• Create system 

architecture
• Decide on human-

AI interactions

Humans:
• Create data
• Transform data
• Annotate data

Humans:
• Set objectives
• Verify outcomes
• Iterative learning

Humans:
• How do humans 

interact with 
autonomous 
systems ?
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Motivation: HITL Means too Many Things
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HITL has been used to describe very different system 
architectures, creating confusion

Autonomous Vehicles Missile Defense Email Filter
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(Middleton et al. 2022) (Singer 2009)(Huang et al. 2021)
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Feasibility of Oversight
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Academic literature suggests humans may be unable 
to perform the way we expect ‘in-the-loop’
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Feasibility of Oversight
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Empirical cases similarly suggest an inability to 
perform in-the-loop responsibilities
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Literature Review: in vs on-the-loop
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Autonomous Agent Performs Task

Human is only a supervisor; human 
involvement is not strictly necessary

Human Performs 
Subtasks

Autonomous Agent Performs 
Subtasks

Human Involvement is strictly  
Necessary To Complete Task

Literature has yet to meaningfully distinguish 
architecture beyond in and on the loop

Huma n-in-the -Loop Huma n-on-the -Loop
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(Meng, 2023) (Amori, 2023)



Characterize the space of potential 

architectures in which humans and 

autonomous agents work together

Research Goal
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• Review empirical cases of HITL architecture across key 
application areas until empirical saturation

• Examine task decomposition between humans and 
autonomous agents and the interactions between them

Methods
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• U.S. Missile Defense Systems
• Autonomous Vehicles 
• Driver Assist Technologies

• Email
• AI Assistants
• Border Patrol Facial Recognition

Approved for Public Release



Example: Patriot Semi-Automatic Mode
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Human operator must 
authorize engagement 
or system will not fire

Human-in-the-loop; Human must approve 
otherwise action is not taken
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Adapted from the work of John K. Hawley, engineering psychologist with 
the U.S. Army Research Laboratory’s Human Research and Engineering 
Directorate and principal investigator for an Army effort to examine the 
human role in Patriot fratricides during the Iraq War. 

https://css.ethz.ch/en/services/digital-library/articles/article.html/976797da-7b8b-4e86-84f4-4052f394d2e1


Example: Patriot Automatic Mode
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Human-on-the-loop; Human Can Override, 
System Automatically Proceeds Otherwise

Oversight Over Cycle
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Adapted from the work of John K. Hawley, engineering psychologist with 
the U.S. Army Research Laboratory’s Human Research and Engineering 
Directorate and principal investigator for an Army effort to examine the 
human role in Patriot fratricides during the Iraq War. 

https://css.ethz.ch/en/services/digital-library/articles/article.html/976797da-7b8b-4e86-84f4-4052f394d2e1
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The Framework
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in vs on is a matter of human involvement, but 
AI-under-the-loop tackles AI involvement
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In these systems, we see AI playing the role 
humans usually play in HOTL systems
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Broadly, HITL involves meaningful teaming or 
just implementing humans as approvers
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There are several ways systems can be 
architected to utilize human oversight
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• This study provides an integrative framework for 
disparate efforts to characterize HAI teaming & enables 
a better understanding the expectations on the humans 
in the loop

• Next steps are to analyze the strengths and weaknesses of 
each human-AI architecture 

Conclusion & Future Work
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