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THE PROBLEM

e The demand for systems engineering exceeds the available practitioners. Current systems
engineering activities are labor and tools intensive, and frequently require specialized domain

knowledge.

e Pain Points:

1. Customers expect faster delivery cycles (model-based delivery)

2. Text (Stakeholder Needs and Requirements) must be transformed
into models that represent the necessary parts, actions, and
integrations of a product or system

1. Input and output spaces are large (lots of artifacts), and it is hard for

humans to remember every detail, especially when faced with

unfamiliar domains
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TOWARD LLMS AS SYSTEMS ENGINEERING ASSISTANTS

With access to an LLM, both SMEs (5+ years
experience) and associates (<2 years experience)
produced higher quality SE artifacts in less time.

LLM-generated artifacts serve as a basis for
producing complete artifacts.

Results of Smith Crabb and Jones (2024) - experiment
on using LLM for Systems Engineering

Sample Time Included Qualitative | Quantitative
Group Taken Diagrams Ranking Ranking
Associate 0
Control 4h35 2 2 2 (77.84%)
Associate 0
P p— 5h00 2 3 3(71.37%)
Astociate 5h30 2 1 1(82.35%)
Open
SME o
Control 2h25 5 3 3 (68.54%)
SME o
Ranslwrind 1h30 2 2 2 (70.59%)
SVE 2h00 10 1 1(80.88%)
Open
ChatGPT3.5 | 0hO5 2 Last Last

(38.24%)
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WHAT IS PROMPT ENGINEERING

e Strategies for working with model inputs to
get best outputs

e Configuration of prompt and model hyper-
parameters

- Model temperature

- Prompting style
® Results vary on random seed

- Looking for the best ‘average’ approach
e Results vary on selected model

- Different models can react to changes differently

Relevant background provided

Token

NLP has a unit of text to process inputs and

generate responses.
Specific datasets to improve Al

/ e \ model performance.

/ Key Concepts of \

Prompt Engineering
G

\ /

Fine-Tuning

to influence the response.

Prompt Priming
Additional context and
instructions to provide

superior results.

Precisely formulated
inputs given to Al
language model.

https://www.weblineindia.com/blog/prompt-engineering-in-software-development/
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EFFECT OF MODEL TEMPERATURE

_—. 55%
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25% 2
- . -~ —— alive
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https://masteringlim.medium.com/demystifying-the-temperature-parameter-a-visual-guide-to-understanding-its-role-in-large-language-d9e8ea4b 9956
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MODEL SELECTION

- LLMs typically come in different
sizes!

e 5-10B parameter ‘sweet spot’ for
computation time and available
context

e Models often available in 70B+
sizes as well

- Model architecture

e Fast developing field, models
from recent years a significantly
more effective

e Model architectures respond
differently to parameter changes

- Ex. Mixtral is less effected by
temperature changes

NLP’s Moore’s Law: Every year model size increases by 10x
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https://medium.com/@harishdatalab/unveiling-the-power-of-large-language-models-lims-e235c4eba8a%
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THE EXPERIMENT

e Used Mixtral 8x7B to generate 100 dot notation examples of each:

oms L pritacs | Temperatures

Vacuum Requirements lists 0.2
Air Purifier Use case diagram 0.6
Toaster State machine diagram 0.95

e Using each of four prompt techniques:
Zeroshot

Oneshot

Fewshot

Chain of thought

e These were then compared using a variety of NLP metrics to gold-standard artifacts developed
by a SME systems engineer
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WHY DOT NOTATION

- Models need context to produce effective
outputs

--t1\"~>2
v

e Needs to exist in the model’s training data
e Needs to be a consistent and agreed upon format
- SysML v1 is not be consistent enough

- SysML v2 may be too new to be included in a Next Generation
given model’s training data Systems Modeling Language

Formal release in Q1 of 2024
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SAMPLE
PROBLEM

Prompt: “Generate a
state machine for a
toaster”

Desired output is a
commented dot
diagram defining
actions, states,
transitions, initial and
final states

Model outputs a
generic description
and ascii state graph

State 1: Off

* Input: Power button is pressed
* Qutput: Toaster turns on, transitions to "Preheating" state

State 2: Preheating

* Input: Toast lever is inserted

* Qutput: Toaster begins toasting, transitions to "Toasting" state
* Input: Power button is pressed

* Qutput: Toaster turns off, transitions to "Off" state

State 3: Toasting

* Input: Toast lever is raised

* Qutput: Toaster stops toasting, transitions to "Cooling" state
* Input: Power button is pressed

* Qutput: Toaster turns off, transitions to "Off" state

State 4: Cooling

* Input: Power button is pressed
* Qutput: Toaster turns off, transitions to "Off" state

This state machine assumes that the toaster has a power button, a toast lever, and some way of
detecting when it is in the process of toasting. The specific details of the inputs and outputs will
depend on the design of the toaster.

Here is a diagram of the state machine

off

|

\

Power button pressed
|

\Y

Preheating

|

v

Toast lever inserted
|

\Y

Toasting

%

Toast lever raised
|

v

Cooling

|

v

Power button pressed
|

v

off

I hope this helps! Let me know if you have any questions
end [shape=doublecirclel;

EjectBread -> end;

b

Model Output

LEIDOS Say What? Identifying the Impact of Prompt Technique on Al Generation of Systems Engineering Artifacts

digraph ToasterStateMachine {

ToastBread [shape=rectangle];

PowerOn [shape=rectangle];

Power0ff [shape=rectangle];

EjectBread [shape=rectangle];
AdjustTemperature [shape=rectangle];
ActivateSafetyMechanism [shape=rectangle];
DeactivateSafetyMechanism [shape=rectangle];
CleanCrumbTray [shape=rectanglel];

Ready [shape=circle];

Toasting [shape=circlel;
PowerOffState [shape=circle];
SafetyMode [shape=circle];
CrumbTrayCleaning [shape=circlel];

Ready -> PowerOn [label="UserInput"];

PowerOn -> Toasting [label="UserInput"];

Toasting -> EjectBread [label="TimerElapsed"];

Toasting -> AdjustTemperature [label="UserInput"];

PowerOn -> PowerOffState [label="UserInput"];

Power0ffState -> PowerOn [label="UserInput"];

Power0ffState -> SafetyMode [label="ActivateSafetyMechanism"];
SafetyMode -> PowerOffState [label="DeactivateSafetyMechanism"];
SafetyMode -> CrumbTrayCleaning [label="CleanCrumbTray"];
CrumbTrayCleaning -> SafetyMode [label="Done"];

start [shape=point];
start -> Ready;

end [shape=doublecircle];
EjectBread -> end;

Desired Output




SAMPLE PROBLEM - SPECIFY OUTPUT

digraph Toaster {

"es: :
e “Given your knowledge of rankdir=LR; |
node [shape=circle, style=filled, fillcolor=gray95];

MOdel-Based Systems Unpowered [label="Unpowered"];

Preheating [label="Preheating"];

Engineering, generate the Toasting [label="Toasting"];
Ci . Ready [label="Ready"];

Ot nOtatlon Error [label="Error", shape=doublecircle];
representatlon Of d State Unpowered -> Preheating [label="Power on"];

. . Preheating -> Toasting [label="Achieve toasting temperature"];
maChlne dlagram for d Toasting -> Ready [label="Toasting complete"];
1 Toasting

toaSter' Please InC|Ude at Ready -> Lng [1la "Toast button pressed"];
|east 5 States" Ready v d [z "Power off"];

Error |="Cool down"];

This diagram includes the following states:

e Dot notation format.

* Unpowered: The toaster is plugged in but turned off.
lnC|UdeS 5 states and * Preheating: The toaster is turning on and heating up to the toasting temperature.
1 1 - asting: The toaster is toasting the bread.
de-ﬂnes aCtIOHS and Toasting: The toaster 1”‘tt‘1'41 ing I|rlbr-3d . _ ‘ _
* Ready: The toaster has finished toasting and is ready for the next slice of bread.
trEir]S|t|C)r]S * Error: The toaster has overheated and needs to cool down before it can be used again.

The transitions between the states are labeled with the events that trigger the transitions. For
example, the transition from the Unpowered state to the Preheating state is triggered by the event
"Power on".
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SAMPLE PROBLEM - ONESHOT

sed Systems Engineering,
entation of a state machine diagram for a toaster. Please include at

Given your knowledge of Model-Ba
Request generate the dot notation repres

least 5 states

Clearly labelled — Sk

el digraph ElectronicPhotoFrameStateMachine {
exam ple rankdir=LR;
node [shape = ellipsel;

idle [label = "idle"];
ChangingSettings [label = "ChangingSettings"];
DisplayingImage [label = "DisplayingImage"];

Example state _ AdjustingInterval [label = "AdjustingInterval"];

maChlne N dOt idle -> ChangingSettings [label = "SettingChange"];

. idle -> DisplayingImage [label = "ImageNavigate"];
notation idle -> AdjustingInterval [label = "AdjustInterval"];

ChangingSettings -> idle [label = "ChangeSettings"];
DisplayingImage -> idle [label = "after 24h"];
_ AdjustingInterval -> idle [label = "AdjustSlideshowInterval"];

Prompt includes an example of desired output
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SAMPLE PROBLEM - ONESHOT

L State d|ag ram |ﬂC|UdeS digraph ToasterStateMachine {

rankdir=LR;

comments and same format as node [shape = ellipsel;
example

Unpowered [label = "Unpowered"];
. . Idle [label = "Idle"];

e Still includes extra text after the Heating [label = "Heating"];
Toasting [label = "Toasting"];

d|ag raml Done [label = "Done"];

Unpowered -> Idle [label = "Power On"];
Idle -> Heating [label = "Start Toast"];
Heating -> Toasting [label = "Heating Complete"];

Toasting -> Done [label = "Toasting Complete"];
Done -> Idle [label = "Toast Done"];
Idle -> Unpowered [label = "Power Off"];

state machine diagram includes the following states:

unpowered and not ready for use.
owered on and ready for use, but not currently t
r is heating up the bread.
asting: The toaster is actively toasting the bread.
Done: The toas

and completing the toasting cycle.
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SAMPLE PROBLEM - ONESHOT W/ SPECIFICS

digraph ToasterStateMachine {
rankdir=LR;

* “Include only the dot notation diagram, with

no introductory or concluding text, and do node [shape = ellipsel;
not include any irrelevant information from
h | " 0ff [label = "Off"];
the examp €. Preheating [label = "Preheating"];

Toasting [label = "Toasting"];
Ready [label = "Ready"];

0ff -> Preheating [label = "Power On"];

Preheating -> Toasting [label = "Bread Inserted"];
Toasting -> Ready [label = "Toasting Complete"];
Ready -> Toasting [label = "Toast Button Pressed"];
Ready -> Off [label = "Power Off"];

Toasting -> Off [label = "Toasting Aborted"];

Clean and simple output. No additional text, dot diagram format.
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0.4 e Technique
. ® oneshot
STUDY RESULTS ; Ao
0.3 o0 ® zeroshot
. ® # ® chain_of_thought
* On average, zeroshot prompts scored the lowest o 1
on all metrics - all other techniques showed tem = Vacuum
_ . .- . . Temperature = 0.2
statistically significant improvements on it 0lB
* Increasing examples from oneshot to fewshot | = b
e e . oo . "Meteor"
showed a statistically significant change in
performance across most metrics - not always for the
oy 0.45 ;
pOSItIVG! ® Tefhmque
= ° .t
e Chain of thought prompting performed el  zeroshot
exceptionally well generating state machine -, I - * il of fheught
diagrams, especially at lower temperatures : ®  ltem = Vacuum
0:25 °
. Temperature = 0.6
0.2 -
0.15 .
0.1 0.2 0.3 0.4
"Meteor"
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STUDY RESULTS

e Lower temperatures showed greater consistency
in responses, as expected; but some high
temperature outlier responses were exceptionally
good

e The different items showed various levels of
performance, with air purifier-related artifacts
scoring the lowest across the board

Technique Artifact Temp Kurtosis

oneshot use_case 0.2

oneshot requirements 0.2 |[-0.73158474| 0.290857541 0.275947174
oneshot state_machine | 0.2 0.274185993 0.287923633
fewshot use_case 0.2

fewshot requirements 0.2 | -0.850779239( 0.230091893| 0.327473667| 0.22660565

fewshot state_machine 0.2 0.288718201| 0.219895333| 0.318087461

zeroshot use_case 0.2 0.119387414| 0.061083667| 0.121788099
zeroshot requirements 0.2 _I 0.170851392| 0.137735333| 0.147352473
zeroshot state_machine 0.2 0.220176315| 0.095013667| 0.26798365

chain_of_thought [use_case 0.2 0.240296283 0.240860218
chain_of_thought |state_machine 0.2 0.320953817| 0.319710667| 0.346213628
oneshot use_case 0.6 0.300788333

oneshot requirements 0.6 | -0.713658294| 0.30459578 0.296312734
oneshot state_machine 0.6 0.276786735| 0.218113667| 0.289051862
fewshot use_case 0.6 0.301582333

fewshot requirements 0.6 | -0.812604439| 0.229053622| 0.323439333( 0.225480878
fewshot state_machine 0.6 0.285167738 0.234163| 0.311726623
zeroshot use_case 0.6 0.122259589| 0.062566667| 0.123794282
zeroshot requirements 0.6 _I 0.160097389 0.132023| 0.137657489
zeroshot state_machine 0.6 0.219719229| 0.099518667| 0.253344211

chain_of_thought |use_case 0.6 0.2482945 0.247636004
chain_of_thought |state_machine 0.6 0.325561821| 0.301529667| 0.351808283
oneshot use_case 0.95 0.281657

oneshot requirements 0.95 | -0.701285373| 0.305806407 0.29738403

oneshot state_machine 0.95 0.268990594 0.214437| 0.281501877
fewshot use_case 0.95 0.299958613| 0.274384333| 0.308688883
fewshot requirements 0.95 | -0.708501774| 0.227690861| 0.310910333| 0.223757929
fewshot state_machine 0.95 0.282834105 0.231339| 0.309062578
zeroshot use_case 0.95 0.11807642| 0.060495667| 0.119399416
zeroshot requirements 0.95 _I 0.15971978| 0.135619333| 0.135684557
zeroshot state_machine 0.95 0.219826855 0.10605| 0.245366882
chain_of_thought |use_case 0.95 0.256782306 H@
chain_of_thought |state_machine 0.95 0.321536171| 0.305087667| 0.346781374
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STUDY RESULTS - TOASTERS
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STUDY RESULTS - SUMMARY

e Zeroshot responses scored the lowest, but were not usually zero, indicating some level of
useful material

e Oneshot responses greatly improved on zeroshot, and had a wide spread of low to high
scores

* Fewshot responses tended to score consistently middle-to-high, but with much less
variance than seen in oneshot responses

e Chain of thought responses had a wide variance, which seems to be influenced especially
by temperature
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LLM PROMPTING SUMMARY

e Start with a simple and short prompt and iterate from there

e Include an example, if you have one - it greatly improves model performance, especially with medium to large
models

e Putthe instructions at the beginning or at the very end of the prompt

e Clearly separate instructions from the text they apply

e Be specific and descriptive about the task and the desired outcome - its format, length, style, language, etc
e Avoid ambiguous descriptions and instructions

e Favor instructions that say “what to do” instead of those that say “what not to do”

e Use advanced techniques like Few-shot prompting and Chain-of-thought

e Version and track the performance of your prompts

e Keep prompt chains reasonably brief
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