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Teaming is working together

● Teaming on physical tasks requires situation awareness.

● Teaming on cognitive tasks requires shared understanding.

● Teaming on long-running cognitive tasks requires 
remembering what you committed to and why.
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• Manufacturing involves a long-running relationship to a routine.
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Can HMT help manufacturing experts learn to use 
manufacturing's supporting technologies to improve 

their productivity and competitiveness?

Research question
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Can HMT help manufacturing experts learn to use 
manufacturing's supporting technologies to improve 

their productivity and competitiveness?

Research question
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The teaming involves mentoring human participants in 
the use of the supporting technology.



Enhancing Operations with 
New Supporting Technology using HMT
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Possible Applications
● Integrating a digital twin into your production operations

● Integrating interactions with supply chain partners

● Systems engineering of entire systems

● Formulate a solution for some supporting technology using a domain-specific language.
 Examples: designing digital twins, production scheduling systems,…
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• Imagine 3 personae working together:

P1 knows the company's production processes well.

P2 knows a technical/scholarly body of knowledge (BoK) 
useful to helping P1 with a task.

P3 knows how to express the BoK in some technology.

Factoring the problem
of creating a scheduling system

13

Models
Mental
models

The Routine P1, P2, P3
Scheduling 

BoK

Technology 
BoK 

Teaming

Production
BoK

: human
: machine

Models
Mental
models

The Routine P1, P2, P3

DSL

P1 P2

P3



14

■ : Production process body of knowledge

■ : Scheduling body of knowledge

■ : Software tools body of knowledge
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Interviewers are Experts at Something
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The Interview is a 
Dynamic Planning Problem

● Currently using traditional hierarchical task network (HTN) planner.
● Planning domain encodes expert knowledge.

● What question to ask next

● Dynamic (on-line) planning 
● One (Chain-of-Thought) agent type for each Q/A pair.
● Result of Q/A analysis is facts influencing later planning.

● Idea for future: RAG-based orchestration agent might be more robust.
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Elements of HTN Planning Domain
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Why use a domain-specific language?

● Constructionist learning (learn by making)
● DSLs are

 small languages

 application-focused

 ideally declarative (about what not now)

● In mentoring, use the DSL 
 to anchor concepts

 as an on-ramp to a community of practice.
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Human
interviewee

AI interviewer 
of human

AI surrogate 
expert interviewee

AI interviewer 
of surrogate

AI models 
manager

“What is your scheduling challenge?”

“We make X...”

“naïve” Q/A 
discussion
about making X{ }

“Make a model of this."

“Make a model of that."

“Is this [what human said] 
consistent with our models?”

.

.

.

“No. Ask for clarification.”

[clarifying question]

“Hidden” conversations

You are an expert at making X.

“Here is a MiniZinc model of the 
problem”

■ : Production process body of knowledge

■ : Scheduling body of knowledge

■ : Software tools body of knowledge



Hidden Conversations: Motivation

● Manufacturing spans a diverse body of knowledge.

● Make an LLM-based agent play the role of expert.

● Collect default knowledge through this parallel conversation.

● Use the default knowledge to eliminate excessive questions. 
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Intermediate Models:
The Problem Being Addressed

● Conventional SE V&V benefits from methods that are previewable.

– Previewable = Possible to dissect and inspect the method before use.

● LLM-based agents (e.g. assistants) easily delegated to tasks.

– But delegation is the antithesis of previewability.

– Explainable AI (XAI) explains w.r.t algorithms and training data, not a 
belief about the rationality of the delegated agent.

● Consequently, a shortcoming in V&V.
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Intermediate Models:
A Way Forward?

● Apply Chain-of-Thought (CoT) reasoning on unstructured text from conversation, 
transforming and refining information to graphs and hypergraphs.

– CoT isn’t quite previewable, but it is close.

● Progressively transform what is learned in conversation to graphical forms viewable 
(and possibly executable) by humans for V&V.

– BPMN

– SysML

– Modelica

– ...
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Intermediate Models:
Text to Knowledge Graph by Chain-of-Thought Transformation

See https://github.com/pdenno/schedulingTBD/blob/main/data/instructions/process-dur-agent.txt 28



Interrelating Conversation 
(a goal currently unrealized)

29Lobski & Zanasi, String Diagrams for Layered Explanation, 2024.
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• Where do you find enough experts?

• Canadian documentary series showing 
how every-day items are manufactured

• 1600 episode segments
• We’re using them as test cases (i.e. the $Xs).

Testing: Science Channel’s How It’s Made
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Example Surrogate Run
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Summary Design Recommendations
• Captures expert knowledge in the interview plan
• Use agents prevasively.

 The new way to factor a problem
 RAG for agent-based conversation planner?

• Use a well-conceived DSL
• V&V by Chain-of-thought analysis to intermediate models

 Background surrogate conversation for 

• Factor conversation into areas / personae.
 For example, process, resources, data
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What comes next

• Complete exploratory software for human use

• Wayne State testing with students

• Demonstrate effectiveness of intermediate analytical work products

• ISO/IEC JTC1 / SC42 (AI) WG 4 (Use cases)

• Contributing to New Work Item 42109 "Human/Machine Teaming“

• Meeting at NIST with WG4 convener and editors (Japan delegation)

• A pilot for adaptive integration of digital twins 
36
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