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Bottom Line Up Front

* The DOD is dependent upon Al/ML to enable its future operational
warfighting concepts

* To be great at Al/ML, an organization must first be fluent in modern
software practices

* The DOD is not fluent in modern software practices and lacks the
foundational prerequisites to enable modern software practices

* The DOD has unique Al/ML requirements beyond the commercial
sector; DOD Al/ML development and delivery is more complex

This research will develop a holistic theoretical framework to
successfully enable DOD Al/ML solutions at every phase of their

lifecycle
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Problem & Significance

* Al/ML is rapidly evolving and actively transforming the battlespace
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Problem & Significance

* Software & algorithms are increasingly criticalto weapon systems

Software & . The DOD is investing heavily
Algorithms are SR in Al/ML solutions...
Increasingly

Critical to
Weapon

$1.1 biIIion*\
directly invested

across 700 Al/ML
efforts
$10 billion*
invested in Al/ML
related efforts

Percent of System Functions
Performed within Software

1 982 2005 20 1 1 *All dollar amounts are FY22 DOD projected amounts




Problem & Significance

* To be greatat Al/ML, an organization must first be fluent in modern
software practices

* For organizations considered “digitally native” with years of
experience in modern software development and deployment,
successful AI/ML implementation is difficult

* 30% of application deployments  unrecoverable

fail * 75% of customers rate their app.
* 29% of IT project as failing
implementations are * 87% of Al/ML models are never

unsuccessful; 20% are deployed
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How Does the Department Compare? (Hint: Not Well)

60% of DOD programs cite software as the most

‘ frequent & critical
driver of risk

Elite performers
. deploy code

development
best practices

times more frequently &

Iunknuwnnlz @ 57/@ J

or Less - D0Dtimes qumker‘ thanthe DOD  91% of DOD programs do not know the frequency
_— of code delivery or take more than 13 months

= Only 10% of DOD
IS programs USE
5 software
= 'Nurdstrum

Code Deployments per Month
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Additional Department Complications

* Unique and stringent Al/ML requirements beyondthe commercial
sector

> Acquisition methodology of “lift-and-shift” or “rip-off and deploy” will fail

* The Department’s operating model for acquisition barely works for
hardware-centric systems & currently failsfor software centric
systems

> Programs are, on-average, 30 months behind schedule
> Capability delivery takes, on-average, 730.6 months or almost 11 years

* Al/ML solutions must make use of legacy platforms
> Average platform age: 77 years old
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Department Complications Summary

“The current approach to software development is brokenand is a
leading source of riskto DoD. it takes too long, is too expensive, and
exposes warfighters to unacceptable risk by delaying their access to
tools they need to ensure mission success” (DIB, 2019, pp. i).
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Decomposing the Problem

Analysis & Extraction of Shortcomings
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Framework to Address...

* Develop a holistictheoretical framework to successfully enable DOD
Al/ML solutions at every phase of their lifecycle

> Develop DOD acquisition guidelines to address management, contracting
and resourcing shortcomings of Al/ML solutions

> Develop a flexible and scalable Al/ML delivery platform architecture along
with legacy platformintegration and modernization methods

> Create reusable artifacts for model training, design and architecture
discovery
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Non-Technical Aspects

JCIDS Links & Interaction with the DAS
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Technical Aspects

4 )
Development Testing Integration Deployment Monitoring
- | J

Development Environment Operational Environment
Build Release .
DOD Software Practice "I I Trusted Production

Software Repository

Trusted Staging
Master Software Repository
Trusted

Repository 4@

Staging Environments
* Target Virtual

Data Pipeline
* Software Development Kits
*" Application Programming Interfaces
* Multilevel Security Environment
* Software Test & Analysis
* Modeling Environment

Platform A Production
* Target Virtual Environments
Platform B * Target Platform A
* Target Virtual * Target Platform B
Platform C * Target Platform C

External Software Practices

{ Feedback le
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Technical Aspects
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Technical Aspect Tool Example

* Reusable artifact example: Efficient neural architecture search (NAS)

Model Options, Training Time, Cost

method developed by applying optimal stopping theory (OST)

Issue: Deep Iearnmg

large & growing

Novel modéldiscovery
becoming

inagcessiblewithout
expgensive hardwareif

timeis a constraint

1960 1990 2020
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% NAS Search Space to Explore

Solution: Extension of the
famous OST riddleThe
Secretary Problem
Massive time
and search
space savings

\ 4%

Computational Resource Savings

37%

15%

2.7x

6.7x




Closing Remarks
* This research will develop a holistic theoretical framework to

successfully enable DOD Al/ML solutions at every phase of their
lifecycle

* Will provide reusable engineering artifacts to programs charged with
Al/ML development, procurement, and deployment

* Approved Department execution plan
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