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* @ INTRODUCING MYSELF DEVCOM

(us.arnv )}

2008-today:

* Cyber resilience

» Cyber-physical, SCADA, loT

« Cyber modeling and wargaming

« Autonomous Intelligent Agents in cyber warfare

* Technological forecasting

Two current roles:
* Chief Scientist of ARL
« ST for Cyber Resilience
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* @ A FEW REFERENCES UPFRONT Z ODEvCOM

(us.arnv )}

« A. Kott and I. Linkov, "To Improve Cyber Resilience, Measure It," in Computer, vol. 54,
no. 2, pp. 80-85, Feb. 2021

» Kott, A., & Linkoy, I. (Eds.). (2019). Cyber resilience of systems and networks (pp. 381-
401). New York, NY: Springer International Publishing.

EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE



UNCLASSIFIED // APPROVED FOR PUBLIC RELEASE

Why Cyber Resilience?

Resilience vs Risk and Security

I
ﬁg_n..

. J . -,

] .'\F < "..
(] - @ B '
=3 uﬂ-.n

évfﬂ'r'baﬁuam,meﬁg ey .

SRR e Y Y




UNCLASSIFIED // APPROVED FOR PUBLIC RELEASE

! oDEevCOM

30 NATURE | VOL 555 |1 MARCH 2018

Risk -- “a situation involving
” Don’t conflate risk
exposure to danger [threat]. and resilience

‘Risk’ and ‘resilience’ are
fundamentally different concepts

" i " that are often conflated. Yet
Secu rlty - th e State Of bel n g maintaining the distinction is a
” policy necessity. Applying a risk-
fre e frO m d an g er or th reat . based approach to a problem
that requires a resilience-based
solution, or vice versa, can lead
to investment in systems that

?ellablllty —_— “the quallty Of do not produce the changes that
performing consistently well.”

US Army Corps of Engineers,
Concord, Massachusetts, USA.
Jeffrey Keisler University of
Massachusetis Boston, USA.
igor.linkov@usace.army.mil

Resilience -- “the capacity to
recover quickly from difficulties.”

Definitions by Oxford Dictionary

Courtesy of Dr. |. Linkov, Army ERDC
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* @ MANY DEFINITIONS OF CYBER RESILIENCE Z ODEvCOM

(us.arnv )}

» “The ability of systems to resist, absorb, and recover from or adapt to an adverse
occurrence during operation....” [DoD 2014]

* Focus is on what happens after the compromise (“adverse occurrence”)
* Too often (misleadingly) used interchangeably with cyber security

« Cyber survivability is closely related to cyber resilience (worth separate discussion)

UNCLASSIFIED // APPROVED FOR PUBLIC RELEASE
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e A [GEveon

Calls for Resilience

“Resilience" means the ability
;‘: W“f"; “;“5"5 t to anticipate, prepare for, and
1ce o e Fress secretary . agn
adapt to changing conditions

and withstand, respond fto,

Presidential Proclamation -- Critical Infrastructure and recover rapidly from
Security and Resilience Month, 2013 disruptions.

For Immediate Release October 31, 2013

CRITICAL INFRASTRUCTURE SECURITY AND RESILIENCE MONTH, 2013
The White House
Office of the Press Secretary

BY THE PRESIDENT OF THE UNITED STATES OF AMERICA .
For Immediate Release May 11, 2017

A PROCLAMATION

Over the last few decades, our Nation has grown increasingly dependent on critical infrastructure, the backbor P]_‘e Sidential Executive O]_‘der

our national and economic security. America's critical infrastructure is complex and diverse, combining system
both cyberspace and the physical world — from power plants, bridges, and interstates to Federal buildings and

-
massive electrical grids that power our Nation. Durnng Critical Infrastructure Security and Resilience Month, we 0 n Strengthenlng the

resolve to remain vigilant against foreign and domestic threats, and work together to further secure our vital as

systems, and networks. Cybersecurity Of FEdera].

(vi) Effective immediately, it is the policy of the executive branch

to build and maintain a modern, secure, and more resilient NEtWOIkS and Crltlcal
executive branch IT architecture. Inf]_‘aSt]‘_'UCture

EXECUTIVE ORDER
Courtesy of Dr. |. Linkov, Army ERDC
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@ FOCUSING THE SCOPE Z DEVCOM

(us.arnv )}

* Focus on tactical mobile assets: autonomous assets, manned platforms, networks of
mobile formations, forward command posts

- Relatively disadvantaged assets: partly dated, COTS-based, modest SWAP
» Close proximity to adversarial elements —> ease of access, penetration

* Probability of physical capture by the adversary

« Lack of local, on-board cyber defenders

* Highly contested networking, intermittent connectivity, need to avoid emissions
-> lack of centralized monitoring and response
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* @ IN THIS CONTEXT, CYBER RESILIENCE IS ESPECIALLY IMPORTANT
(us.arnv )}

* Likelihood of compromise is significant

« Taking a (partly) compromised system out of the fight is often not an option
* Recovery by on-board personnel is unlikely

 Many assets are unmanned — no on-board personnel

 Remote monitoring and recovery is constrained by contested comms

 Built-in autonomous defense and recovery is critical

UNCLASSIFIED // APPROVED FOR PUBLIC RELEASE
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Cost of Buying Down Risk

| * Further investment in risk will

only yield marginal returns
* Governments and Industry

must value and encourage

resilience thinking

SATISFACTORY
-\-<
MOST COST EFFECTIVE

/\< ACCEPTED PRACTICE
’\4% BEST ACHIEVABLE
ABSOLUTE

VALUE ATRISK $ »

. . e
lAftelr Bo§tlck,l L|nl$ov qt aI.,1 201§ : | |

COST OF REDUCING RISK ($) »

A/R Ay NI

Courtesy of Dr. |. Linkov, Army ERDC
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* @ ACHIEVING RESILIENCE: AN EMERGING DIFFERENTIATION

(us.arnv )}

» “Resilience by Design (RBD” is a rising term.

« Other kinds of resilience? Resilience by Intervention (RBI)

 Two dimensions: integration and authority

- RBD:
—Tight integration
—Internal authority
—Example: vehicle protected by on-board autonomous resilience agent
—Advantage: immediate response, even when external access is impeded
—Disadvantage: additional capabilities not available if needed

* RBI:
— External agent, not inherent to the system
— External authority
—Example: vehicle protected by external monitoring and response center
—Advantage: effective and modulated use of resources
—Disadvantage: response may be delayed, especially if access is impeded

Kott, A., Golan, M. S., Trump, B. D., & Linkov, |. (2021). Cyber Resilience: by Design or by Intervention?. Computer, 54(8), 112-117.

oDEevCOM

Ligo, A. K., Kott, A., & Linkoyv, I. (2021). Autonomous Cyberdefense Introduces Risk: Can We Manage the Risk?. Computer, 54(10), 106-110.

UNCLASSIFIED // APPROVED FOR PUBLIC RELEASE
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3 Comparison of risk management approaches (i.e., cybersecurity),

Z oDEevCOM

(s.5.2muY)) RbD and Rbl for cyber systems
Risk management Resilience-by-design Resilience-by-intervention
Objective Harden individual components Design components to be self- Rectify disruption to components and
reorganizable stimulate recovery by external actors
Capability Predictable disruptions, acting Either known/predictable or unknown | Failure in context of societal needs,
primarily from outside the system disruptions, acting at a component or | may be constellation of networks
components system level across systems
Consequence Vulnerable nodes and/or links fail as | Degradation of critical functions in | Degradation of critical societal
result of threat time and capacity to achieve system’s | function due to cascading failure in
function interconnected networks.
Actor Either internal or external to the Internal to the system External to the system
system
Corrective Action Either loosely or tightly integrated Tightly integrated with the system Loosely integrated with the system
with the system
Stages/Analytics Prepare and absorb Recover, and adapt (explicitly Prepare, absorb, recover, and adapt
(risk is product of threat, modeled as time to recover system (explicitly modeled as ability to
vulnerability and consequences and is | function and the ability to change recover and secure critical societal
time independent) system configuration in response to | function and needs through
threats) constellation of relevant systems)

After Kott, A.
et al. 2021

Courtesy of Dr. |. Linkov, Army ERDC
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onomous Intelligent Agents for
Cyber Resilience
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A WORLD OF UBIQUITOUS AGENTS

-

At
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MOTIVATION FOR AUTONOMOUS INTELLIGENT CYBER- E-E O
) DEFENSE AGENTS

» Growing focus on Al, autonomy, and issues of human trust in Al

» Cyber is exceptionally ripe for strong Al; autonomous yet human-managed agents for cyber
operation

« Malware is growing in autonomy and sophistication
» Current manual and semi-manual approaches grossly inadequate

* Needed are autonomous agents that:
— actively and stealthily patrol the friendly network
— detect and react to hostile activities far faster than human reaction time
— detect the enemy agents while remaining concealed,
— destroy or degrade the enemy agents (malware)
— do so mostly autonomously, without support or guidance of a human expert

Kott, A., & Theron, P. (2020). Doers, not watchers: Intelligent autonomous agents
are a path to cyber resilience. IEEE Security & Privacy, 18(3), 62-66

UNCLASSIFIED // APPROVED FOR PUBLIC RELEASE



UNCLASSIFIED // APPROVED FOR PUBLIC RELEASE

i
-* é GENERALIZED INTELLIGENT AGENT

Sensors

percepts

actions

effectors
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AUTONOMOUS AGENT FIGHTING FOR RESILIENCE E:EVCOM

ﬁe rcepts Environment \

/ Agent / Databases (services) \/ “ o Complex planning
Goal
- —_— Management ¢ Responses and
World . g .
) Current — A ramifications
State ) ctions -
Sensors and > « Stealthy execution
\ \ History jtsealth_
Model and Security
World State / ﬁ
Identifier -~ Learning
P Action %
Planner = | Selector | Execution
K& > Communication & Negotiation |« // =/

Kott, A. and Theron, P., 2020. Doers, Not Watchers: Intelligent Autonomous Agents
Are a Path to Cyber Resilience. IEEE Security & Privacy, 18(3), pp-62-66

A working group and a conference: https://www.aica2021.org/

UNCLASSIFIED // APPROVED FOR PUBLIC RELEASE
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ZAN LIMITED CONTROL DEVCOM
&S

(us.arnv )}

Provisions are made to enable a remote or local human controller to observe, direct and modify the actions
of the agent.

However, human control is often impossible.

The agent has to plan, analyze and perform most or all of its actions autonomously.

Provisions are made for the agent to collaborate with other agents

However, when the communications are impaired or observed by the enemy, the agent operates alone.

UNCLASSIFIED // APPROVED FOR PUBLIC RELEASE
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L
* A ACCEPTANCE AND MANAGEMENT OF RISK Z ODEvCOM

(us.arnv )}

The concept of AICA always raises questions regarding the risks of cyber autonomy. The agent has to take
destructive actions, such as deleting or quarantining certain software, autonomously.

* We can mitigate some risks, to an extent,
— destructive actions are controlled by the rules of engagement,
— allowed only on the computer where the agent resides.
 We have to accept the residual risks because alternatives are even worse

— in general, actions cannot be guaranteed to preserve availability or integrity of the functions and data of friendly
computers.

— this risk, in a military environment, has to be balanced against the death or destruction caused by the enemy if the
agent’s action is not taken.

Ligo, A. K., Kott, A., & Linkov, I. (2021). Autonomous Cyberdefense Introduces Risk: Can We Manage the
Risk?. Computer, 54(10), 106-110.

UNCLASSIFIED // APPROVED FOR PUBLIC RELEASE 22
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@ WHERE WE ARE: AUTONOMOUS AGENTS FOR CYBER RESILIENCE Z ODEvCOM

« Autonomous intelligent cyber-defense agents are a promising class

« S&T organizations pursue various approaches to autonomous cyber agents

» Growing body of technical literature

 Initial architectural recommendations

 International NATO-focused working group,

 Tri-Service Tech Exchange on Autonomous Cyber Defense

Please do contact me: alexander.kott1.civ@army.mil

Kott, A., & Theron, P. (2020). Doers, not watchers: Intelligent autonomous agents
are a path to cyber resilience. IEEE Security & Privacy, 18(3), 62-66
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* @ WHY MEASURE CYBER RESILIENCE? ODEvCOM

(us.arnv )}

* You cannot improve what you cannot measure
 All sciences and engineering blossomed only when measurements tools appeared

« Analogy: indicator diagram. James Watt found it so important for development of steam
engines, it so crucial to improving his steam engines, he kept it secret

» We need tools for measuring cyber resilience: rigorous, repeatable, and statistically meaningful

» Red teams and qualitative assessments are important. But no substitute for high throughput
automated testing, for multiple operational and threat scenarios

» Growing number of cyber defense features and mechanism increase uncertainty of their
efficacy — they might decrease resilience, not increase

UNCLASSIFIED // APPROVED FOR PUBLIC RELEASE
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How to Quantify Resilience?

Metrics Bused | — > | Model Based

Process —

— Individual Metrics Statistical/ Baysian —

— Indices Networks —
— Dashboards Game- Theoretical —
— Decision Analytics Simulations/ Agent Based —

Kott, A., & Linkov, I. (Eds.). (2019). Cyber resilience of systems and
networks (pp. 381-401). New York, NY: Springer International
Publishing.
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D SR veonm

Resilience Matrix

PREPARE ABSORB RECOVER

Physical
Information
o
Cognitive
_| Social
System Domains _ _ !
Disruptive Event Stages
< Scale >
Home  Neighborhood Town County Region State  Country

Courtesy of Dr. |. Linkov, Army ERDC
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Table 1 The cvber resilience matrix

! oDEevCOM

Plan and prepare for Absarb Recover from Adapt to

RESILIENCE

Phydca
{ 1) Implement controlsfsensors for eritical
aset [S22, MIE, 200

(1) Investigate and repair
mafunctioning controls or
senars [M17)

(2) Assess service/assel damage

{1 Signal the compromise of (1) Review asset and service

assels or services [MIE, 20)

event [M17]

{2 Implement controlsfsensors for critical
services [MI18, 20)

(3 Assessment of network structure and
interconnection to sysem componens and
o the environmen

{4) Redundancy of critical physical
infrastructure

{5 Redundancy of data physically or
logically separated from the network
[n24])

(2) Use redundant assets o
continue service [M1E, 20
{3) Dedicate cyber mespusces to
defend against agack [M16]

introduce new assai [M17]

{3) Aszess distance o functional
TECOVERY

{4) Safely dispose of imeparshle
assels

{2) Phase out obalete assets and

MATRIX:
CYBER

configuration in response to recent

Informaton

(1) Categorize assets and services based on
senaitivity or resilience requirements
[863])

{2) Documentation of certifications,
qualifications and pedigree of critical
hardware andfor software provdders

{17 Observe sensors for critieal

services and asseis [M22] event [MI17, 27) cause [M17)

{2) Effectively and efficiendy
transmit relevant data to

responaible stakeholders)
decision makers

{2) Review and compare sysiems
before and after the event
M7

{2) Document time between p
and discovery/discovery and
recovery [S41)

{3) Anticipate future system =
POSi-fecovery

{3) Prepare plans for storage and
conainment of classified or sensitive
information

{4) Identify exiemal system dependencies
(Le., Internet providers, electricity, water)
[831)

(%) Identify intemal system dependencies
[863])

{4) Document point of entry |

Cognltbve
{ 1) Anticipate and plan for system states and (1) Use a decision making
events [MI18) protoonl o aid i determine

when event can be considenad
“contained"

(1) Review critical points of
physical and information fallure
in order o make informed
decisions [MI17])

(1) Review management resps
decidon making processes

{17 Log events and sensors during (1) Document incident's impact and

Environ Syst Decis (2013) 33:471-476
DOI 10.1007/s10669-013-9485-y

PERSPECTIVES

Resilience metrics for cyber systems

Igor Linkov - Daniel A. Fisenberg -
Kenton Plourde - Thomas P. Seager -
Julia Allen - Alex Kott

UNCLASSIFIED // APPROVED FOR PUBLIC RELEASE
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i
-* é ONE COMMON IDEA - “AREA UNDER THE CURVE”

* Focuses on cumulative loss of functionality, capability, productivity, etc.

* Explored since 1980s

* In multiple domains: ecology, biology, sociology, psychology, urban planning...

Critical Functionality Adaptation to improve
2 functionality and resilience
% b System meeting
g critical functionality l
- l ST
< &

T
E
[T

2

v

] | l
Plan/Prepare i Absorb | Recover Adapt

PN

Adverse Event Occurs

Hosseini, S., Barker, K., & Ramirez-Marquez, J. E. (2016). A review of definitions and measures of system
resilience. Reliability Engineering & System Safety, 145, 47-61.
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> . d VAN { :
MANY VARIATIONS ON THE MAIN IDEA DEVCOM

RMY RE

LABORATORY

“We evaluated 23 candidate e
metrics against 19 B o
evaluation criteria. From
this analysis we conclude
that the best single metric
for resiliency in the expected
availability of the required
capability.”
J. S. Brtis, "How to think about
resilience in a DoD context,"

MITRE CORP, Colorado Springs
(CO), 2016.

Aty
C{T.U“‘”“ ¥

: )Avofdance
'Aenario 2

]
Scenario 1
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Functionality

A
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Attack A

i
-}_Ai Q CONTINUOUS ATTACK AND DEFENSE

Attack B

Fundtionality
F

Auepluhle N NN ——

Functionality

Defense A

Area Under the Curve (AUC)

Mission Start,
T

0

Attacker begins to degrade ]
the system’s fundionality

Mission End,

T,+T_

Defenses succeed

in restoring some funcionality

A. Kott and I. Linkov, "To Improve Cyber Resilience, Measure It," in Computer, vol. 54,

no. 2, pp. 80-85, Feb. 2021
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Ed 1D
é HOW THE MEASURING MIGHT BE DONE?

» Execute a representative mission (e.g., 30min duration recon)
« Apply cyber “pressure” via an Automated Red Team

» Record mission functionality over time

* Repeat N times (e.g., 10), suitably randomized
« Compute the resilience (single number or statistical distribution, TBD)

Mission
Command

Data
Collection

\ 4 \ 4

Attacks

Syslem ¢t

] Under Test

Threat
Emulator

UNCLASSIFIED // APPROVED FOR PUBLIC RELEASE
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Ed 1D [?
A ALL MEASURES HAVE DEFICIENCIES AND CONCERNS ODEvCOM

(us.arnv )}

» Qualitative assessments [e.g., |. Linkov, D. A. Eisenberg, K. Plourde, T. P. Seager, J. Allen, and A. Kaott,

“Resilience metrics for cyber systems,” Environ. Syst. Decis., vol. 33, no. 4, pp. 471476, 2013.].
Concerns: subjectivity, inconsistency

» Probabilistic expert estimates [e.g., D. W. Hubbard and R. Seiersen, How to Measure Anything in
Cybersecurity Risk. Hoboken, NJ, USA: Wiley, 2016]. Concerns: subjectivity, inconsistency

» Modeling / Simulation [e.g., A. Kott, J. Ludwig, and M. Lange, “Assessing mission impact of cyberattacks:
Toward a model-driven paradigm,” IEEE Secur. Privacy, vol. 15, no. 5, pp. 65-74, Jan. 2017.] Concerns:
expensive, difficult validation, limited coverage

« Wargaming [e.g., E. J. M. Colbert, A. Kott, and L. P. Knachel, “The game-theoretic model and
experimental investigation of cyber wargaming,” J. Def. Model. Simul., vol. 17, no. 1, pp. 21-38, 2020.].
Concerns: subjectivity, expense, repeatability.

* Red Teaming, Pen-Testing. Concerns: expense, repeatability, consistency

» “Basic AUC”. Concerns: defining functionality, capability; temporal changes in functionality; temporal
changes in attacks

« AUC w/ Mission Accomplishment. Concerns: defining mission accomplishment.
« AUC w/ Adversary Effort instead of Time. Concerns: measuring adversary effort.

UNCLASSIFIED // APPROVED FOR PUBLIC RELEASE
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* @ RESEARCH QUESTIONS - IS THIS A GOOD MEASURE? Z ODEvCOM

(us.arnv )}

« Repeatability: for a given system and measurement tools, do repeated series of
measurements yield approximately the same value of resilience?

» Consistency with respect to missions: do similar (but not identical) missions yield
reasonably similar values of the resilience quantity?

« Monotonicity with respect to defenses: do significantly stronger on-board cyber-
defenses yield a higher value of R?

* Monotonicity with respect to attacks: do significantly stronger cyber-attacks yield a
lower value of R?

A. Kott and I. Linkov, "To Improve Cyber Resilience, Measure It,"
in Computer, vol. 54, no. 2, pp. 80-85, Feb. 2021

UNCLASSIFIED // APPROVED FOR PUBLIC RELEASE
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* @ BUT WHAT WOULD ONE DO WITH SUCH MEASURES? Z ODEvCOM

(us.arnv )}

» Assess benefit of a cyber defense mechanism. An additional cyber defense
mechanism is not always helpful. It may even introduce new vulnerabilities. Cyber
resilience measurement will tell whether an additional complication and expense are
worthwhile.

« Determination of whether a system meets a required value of cyber resilience.

* Help designers or operators to estimate the likelihood of a mission’s success, or
suitability of a system for performing a particular mission.

« Comparative evaluation of two systems with respect to their cyber resilience.

 Validation of a simulation model of a system with respect to its cyber resilience.

UNCLASSIFIED // APPROVED FOR PUBLIC RELEASE
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WHERE WE ARE NOW

« A moderately-funded 2-year exploratory project
* Initial table-top exercises

* Investigating / procuring 3 potential systems,
surrogates of manned/unmanned vehicles

* The “vehicle” is being equipped with autonomous cyber
defense system (limited prototype)

« An academic partner developing a threat emulator, to
issue randomized sequences of attacks

» Developing data collection mechanism

 Investigating mathematical approaches to deal with
expected limitations of experimental data

UNCLASSIFIED // APPROVED FOR PUBLIC RELEASE

oDEevCOM

Mission
Command

Data

Collection |

4

Syste m Attacks

Under <latabbdlds
Test

Threat
Emulator
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_ 7; Mathematical Modeling of Cyber Resilience DEVCOM

Initial parsimonious model:
dF

= = (Fo — F(t))Ep(t)Ap(t) — F(t) Em(t)Ap(t)

Activity
—~
Malware: M(t) = E,(t) Am(?)
Bonware: B(t) = Ep(t) Ap(t)
——

The model exhibits qualitative behaviors

consistent with resilience literature

Effectiveness and offers conceptual insights that might

Assuming constant malware/bonware model: . o1
inform future resilience measurements approaches.

Q=M+2B
dF
— + QF (t) = FyB
dt
FQB _ FOB
Fi) = |[FO) - 77|24 T
Functionality Functionality Functionality
101 : ‘ i 10 : — b | |
N
0.8 \\\ _________ ——— M=0,B=1
£ 06 Nee —— M=5,B=1 — M=5,B=0
Coal  NSeo_ — Mo — s
————————— — — M=1,B=5
02 T M=1, B=0
00 ...... ‘_ ___________________
0 1 2 3 4 5

Initial Conditions: F(0) € {1.0,0.5,0.0}
Malware: M € {0.0,0.5,1.0}
Bonware: B € {1.0,0.5,0.0}
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Mathematical Modeling of Cyber Resilience Z DEVCOM

ARMY RESEARCH
LABORATORY

Initial parsimonious model:

O = (Fo— F)By(0)A(t) ~ F(1)E(0) A1)
Activity
Malware:  M(t) = Ep,(t) Am(t)

Bonware:  B(t) = &@ Ap(t)

Effectiveness
Assuming constant malware/bonware model: _ _ _ '
O=M4iB Using the simulation platform, data were generated under baseline
o and attack scenarios. Their ratio is our performance measure. An
dF attack was simulated starting at t = 467
% + QF (t) = FOB g !
raw "spnll0" smooth "spn110" "spn110" performance ratio
106 100, JRETEICLIECRRETEERPTERED e R f oo
u 80 80+ :.': "._. ] 80 L
o
.% 60 60 | .:: LT 60 F /
5 a0 sl § | al/ ; B =0.035%0.00045 |
20| s el 200 e 20f 7 M =0.021+0.00021 = peromane|
B attack :-' B attack == = model
00 200 400 600 800 00 200 400 600 800 00 200 400 600 800
mission time mission time mission time
o «10% . raw "currgntTorque“ ‘ o «104 ;mooth "curlrentTorque"' o x10% "currgntTorque" performancg ratio
g L5} 15
9]
= e
c 1 R — 1
S 3 Y
E 0.5 —basgi‘me 1 0.5 f_:: -------- bassﬁne 4 0.5 I B =0.11+0.0018 - 1
........ condition H seannnns condition m— performance
B attack :-'. B attack M = 0019 ?JZ 000029
00 200 400 600 800 00 200 400 600 800 00 200 400 600 800
mission time mission time mission time
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Linear Time-dependent Model [BEvcom
for Malware and Bonware

A linear model for malware and bonware
M(t) = v — ut,
B(t) = a — ft,
Q) = A —wt,
A=a+v,
w=p0+pu.
g + (A — wt)F(t) = Fy(a — Bt)

1|— M = max(o5—0.1t,0),B = 0+0.04t d

1|== M = max(o.5-0.1t,0), B = 0.2+0.04t

F(t)

=M™ = max(o.5—0.1t,0), B = 0.4+0.04t

J|=— M = max(0.5—0.1t,0),B = 0.6 +0.04t

02k ]
I 1|=— M = max(o0.5-0.1t,0), B = 0.8+0.04t

o] T N S ]

A time-dependent model allows for more complex behaviors.

As malware effectiveness decreases and bonware’s increases,
functionality trend reversal can be modeled.
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3 Notional Data and Realizations Generated ZDEVEOM

ez Which is a plot of the data?

N 1.0F N 1.0¢F N 1.0F
> 08¢ > 08¢ > 08
®T 06" T 06" T 06"
C C C
.% 04+¢ % 04+¢ .% 04+¢
S 02 S 02 S 02
LI_ 0_0 =1 | | | | | | LL 0_0 _—J 1 | | | | | LL O_O _—J | | | | | |
0 20 40 60 80 100120 0 20 40 60 80 100120 0 20 40 60 80 100120
Time [seconds] Time [seconds] Time [seconds]
N 1.0; N 1.0; N 1.0;
> 08¢ > 08¢ > 08¢
® 0.6F ® 0.6F © 0.6
c a [ - C -
-% 0.4 % 0.4+ -% 0.4
S 02 S 027 S 027
LI_ 0_0 ;J 1 | 1 | 1 | LL 0_0 ;J | | 1 | | | LL O_O ;J 1 | 1 | 1 |
0 20 40 60 80 100120 0 20 40 60 80 100120 0 20 40 60 80 100120
Time [seconds] Time [seconds] Time [seconds]
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* @ GENERAL LESSONS LEARNED SO FAR ODEvCOM

(us.arnv )}

* Articles (subjects) of tests are not readily available
— Must be instrumented to allow observation of internal cyber events and states
— Must allow sufficient variety of mission scenarios
— Must be affordable, and allow for affordable tests
— Even simulators / emulators are not readily available
— Wish: a system under development should meet requirements of testability for cyber resilience

» Mission scenarios are not obvious
— Realistic yet executable for testing purposes
— Diverse yet representative
— With non-ambiguous mission accomplishment
— User-adaptable
— Affordable
— Defensible even when no 2 SMEs agree

« Defining threats, attacks: capabilities, intensity, techniques
— Much of the same as above
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@ ILLUSTRATIVE EXAMPLES ZDEVCDM

(us.arnv )}

 Modest changes in environment, execution may bring disproportional impact
— Example: routes with different maximum grade may change impact of a cyber attack drastically

« Omitting a physical phenomenon hide a major cyber impact
— Example: A simulator does not include fuel consumption — fails to portray a massive cyber impact

* Physical robustness may be conflated with cyber resilience
— Example: a highly robust physical subsystem may negate a cyber attack
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