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SAY WHAT?
IDENTIFYING THE IMPACT OF PROMPT 
TECHNIQUE ON AI GENERATION OF 
SYSTEMS ENGINEERING ARTIFACTS
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OUTLINE
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THE PROBLEM
• The demand for systems engineering exceeds the available practitioners. Current systems 

engineering activities are labor and tools intensive, and frequently require specialized domain 
knowledge.  

• Pain Points:

1. Customers expect faster delivery cycles (model-based delivery)

2. Text (Stakeholder Needs and Requirements) must be transformed 

 into models that represent the necessary parts, actions, and 

 integrations of a product or system

1. Input and output spaces are large (lots of artifacts), and it is hard for 

 humans to remember every detail, especially when faced with 

 unfamiliar domains

Say What? Identifying the Impact of Prompt Technique on AI Generation of Systems Engineering Artifacts
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TOWARD LLMS AS SYSTEMS ENGINEERING ASSISTANTS
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Results of Smith Crabb and Jones (2024) - experiment 
on using LLM for Systems Engineering

With access to an LLM, both SMEs (5+ years 
experience) and associates (<2 years experience) 
produced higher quality SE artifacts in less time.

LLM-generated artifacts serve as a basis for 
producing complete artifacts.
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WHAT IS PROMPT ENGINEERING
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• Strategies for working with model inputs to 
get best outputs

• Configuration of prompt and model hyper-
parameters

– Model temperature

– Prompting style

• Results vary on random seed

– Looking for the best ‘average’ approach

• Results vary on selected model

– Different models can react to changes differently

https://www.weblineindia.com/blog/prompt-engineering-in-software-development/
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EFFECT OF MODEL TEMPERATURE

Say What? Identifying the Impact of Prompt Technique on AI Generation of Systems Engineering Artifacts 6

• Temperature is proportional to model 
creativity

– Temperature = 0 means the most probable next 
word is always selected (no randomness)

– Temperature > 0 scales up the chance of other 
next words being selected

• Since next word is dependent on previous 
word, changing one word can alter the entire 
response!

https://masteringllm.medium.com/demystifying-the-temperature-parameter-a-visual-guide-to-understanding-its-role-in-large-language-d9e8ea4b9956
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MODEL SELECTION

Say What? Identifying the Impact of Prompt Technique on AI Generation of Systems Engineering Artifacts 7

– LLMs typically come in different 
sizes!

• 5-10B parameter ‘sweet spot’ for 
computation time and available 
context

• Models often available in 70B+ 
sizes as well

– Model architecture

• Fast developing field, models 
from recent years a significantly 
more effective

• Model architectures respond 
differently to parameter changes
– Ex. Mixtral is less effected by 

temperature changes

https://medium.com/@harishdatalab/unveiling-the-power-of-large-language-models-llms-e235c4eba8a9
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THE EXPERIMENT
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• Used Mixtral 8x7B to generate 100 dot notation examples of each:

• Using each of four prompt techniques:

– Zeroshot

– Oneshot

– Fewshot

– Chain of thought

• These were then compared using a variety of NLP metrics to gold-standard artifacts developed 
by a SME systems engineer

Items Artifacts Temperatures

Vacuum Requirements lists 0.2

Air Purifier Use case diagram 0.6

Toaster State machine diagram 0.95
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WHY DOT NOTATION
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– Models need context to produce effective 
outputs

• Needs to exist in the model’s training data

• Needs to be a consistent and agreed upon format

– SysML v1 is not be consistent enough

– SysML v2 may be too new to be included in a 
given model’s training data

Formal release in Q1 of 2024
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SAMPLE 
PROBLEM
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• Prompt: “Generate a 
state machine for a 
toaster”

• Desired output is a 
commented dot 
diagram defining 
actions, states, 
transitions, initial and 
final states

• Model outputs a 
generic description 
and ascii state graph

Model Output Desired Output
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SAMPLE PROBLEM – SPECIFY OUTPUT
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• “Given your knowledge of 
Model-Based Systems 
Engineering, generate the 
dot notation 
representation of a state 
machine diagram for a 
toaster. Please include at 
least 5 states”

• Dot notation format. 
Includes 5 states and 
defines actions and 
transitions
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SAMPLE PROBLEM – ONESHOT
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Prompt includes an example of desired output

Request

Clearly labelled 
example

Example state 
machine in dot 

notation
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SAMPLE PROBLEM – ONESHOT
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• State diagram includes 
comments and same format as 
example

• Still includes extra text after the 
diagram!
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SAMPLE PROBLEM – ONESHOT W/ SPECIFICS
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• “Include only the dot notation diagram, with 
no introductory or concluding text, and do 
not include any irrelevant information from 
the example.”

Clean and simple output. No additional text, dot diagram format.
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STUDY RESULTS
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• On average, zeroshot prompts scored the lowest 
on all metrics – all other techniques showed 
statistically significant improvements on it

• Increasing examples from oneshot to fewshot 
showed a statistically significant change in 
performance across most metrics – not always for the 
positive! 

• Chain of thought prompting performed 
exceptionally well generating state machine 
diagrams, especially at lower temperatures

Item = Vacuum
Temperature = 0.2

Item = Vacuum
Temperature = 0.6
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STUDY RESULTS
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• Lower temperatures showed greater consistency 
in responses, as expected; but some high 
temperature outlier responses were exceptionally 
good

• The different items showed various levels of 
performance, with air purifier-related artifacts 
scoring the lowest across the board 
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STUDY RESULTS - TOASTERS
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Zeroshot Oneshot Chain of thoughtFewshot
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STUDY RESULTS - SUMMARY
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• Zeroshot responses scored the lowest, but were not usually zero, indicating some level of 
useful material

• Oneshot responses greatly improved on zeroshot, and had a wide spread of low to high 
scores

• Fewshot responses tended to score consistently middle-to-high, but with much less 
variance than seen in oneshot responses

• Chain of thought responses had a wide variance, which seems to be influenced especially 
by temperature
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LLM PROMPTING SUMMARY
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• Start with a simple and short prompt and iterate from there

• Include an example, if you have one – it greatly improves model performance, especially with medium to large 
models

• Put the instructions at the beginning or at the very end of the prompt

• Clearly separate instructions from the text they apply

• Be specific and descriptive about the task and the desired outcome - its format, length, style, language, etc

• Avoid ambiguous descriptions and instructions

• Favor instructions that say “what to do” instead of those that say “what not to do”

• Use advanced techniques like Few-shot prompting and Chain-of-thought

• Version and track the performance of your prompts

• Keep prompt chains reasonably brief
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