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COLLABORATION NETWORK
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FRAMING AI & SE DISCUSSION

and

Focuses on application of AI in support 
of systems engineering processes, 
enabling enhanced decision-making, 
optimization, and efficient effort allocation.

Focuses on leveraging systems engineering 
principles to develop AIES that are safe, 
robust, and efficient AI systems, while extending them in 
response to the nature of AI enabled systems.

SE4AI applies to AI4SE too, but types of AI tools tend to be different

Role for Systems Engineers in AI space

… and AI4SE might change what SEs do too.
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Why do we need SE to ensure safe/robust/trustworthy AIES?

System behavior is not only 
about the algorithm…

… or even one human 
working with one 
cognitive assistant…

… it’s an embedded socio-technical systems 
problem, which is an extension of SE practices



The Archimedes Initiative was co-founded 
in 2022 to encourage cross domain SE 
research
• DLR: mobility systems
• TECOSA: telecom & edge computing 

systems
• TNO-ESI: hi-tech equipment & 

manufacturing
• SERC: defense systems
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ARCHIMEDES WORKSHOP 2024

Download the report =>
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PART 1: PARTNER PERSPECTIVES ON TRUST+AI



Trust is by the user and is a property of the relationship.
“attitude that an agent (automation or another person) will help achieve an individual’s goals 
in a situation characterized by uncertainty and vulnerability.”1

Trustworthiness is a property of the artifact.
“ability to meet stakeholders' expectations in a verifiable way; an attribute that can be 
applied to services, products, technology, data and information as well as to organizations.”2

Trustworthy AI combines both concepts
emphasizing properties that generate “AI that can [should?] be trusted by humans”3 Those 
properties typically include valid and reliable, safe, secure and resilient, accountable and 
transparent, explainable and interpretable, privacy-enhanced, and fair with harmful bias 
managed.4
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DEFINING TRUST(WORTHY) AI

1Cited in NIST RMF Glossary: John D Lee and Katrina A See. Trust in automation: Designing for appropriate reliance. Human 
Factors: The Journal of the Human Factors and Ergonomics Society, 46(1):50–80, 2004
2Cited in NIST RMF Glossary: ISO/IEC_TS_5723:2022(en)
3Cited in NIST RMF Glossary: Mark Coeckelberg (2020) “ AI Ethics” MIT Press; 4 NIST RMF
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Technology
+

 Humanities
+ 

Social 
Sciences
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TRUST IN AUTONOMOUS VEHICLES

“Autonomous Vehicles represent a completely new class of systems.”
Axel Hahn, DLR
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CHALLENGES
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RETURNING TO TRUST: USERS
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RETURNING TO TRUST

Correct and without bias

Emphasizes 
tradeoffs in 
performance and 
risk; unplanned 
behavior

Complex interactions among 
humans and systems that 
were not always intended to 
work together in a constantly 
changing environment.
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PART 2: THREE HORIZONS WORKSHOP
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THE THREE HORIZONS

H1 H2 H3

The Present:
• What signs do we 

see that this is a 
problem today?

• How do people 
currently deal 
with this 
problem? 
(i.e., What is the 
status quo?)

The Journey:
• What existing or 

emerging 
innovations might 
help us solve this 
problem?

• What can we do 
now to support the 
growth of these 
innovations?

The Future:
• What values, 

ideals, and 
aspirations do 
you hold for the 
future?

• What future do 
you imagine if 
this problem is 
resolved?

Strategic
Fit



Future 
perceptions

AI as human 
collaborator

New 
governance 
systems

A revolution in 
how we learn

A revolution in how 
we work

HORIZON 3: ASPIRATIONS
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• Push back on AGI/eminent takeover 
narrative

• Perceived like water – always there
• Cannot automate human care

• Acts as a valued partner to humans
• Complements human expertise
• Makes humans more productive
• Creates more mid-skill labor
• Super-human capabilities 

• Protected labor rights
• More democratic governance
• Balancing regulation & innovation

• Accessible expertise
• More inclusive
• Enables meaningful discourse
• Use of AI for good

• Unlimited access
• Individualized

Development 
Decentralized

Produces good 
outcomes

AI and automation 
disappear in 
background

• Fewer dominant players
• Beyond wealthy nations
• Decentralized

• Healthier lives
• More interesting work
• Better justice & equality

Long term Outcomes:
• Healthier Society
• More Productive Society
• More profits to employees
• Help marginalized/at risk groups



Major trends

Research on 
AI Trust:

Building Trust:

The Ecosystem of 
Trust

HORIZON 2: RESEARCH

17

• Computing power – chip 
manufacturing

• New policy/rulemaking
• CoPilots for work tasks
• Healthcare Apps
• Car automation
• AI-enabled “new classes of 

systems”

• T&E, testbeds & test ranges
• Measurement of trust
• Hybrid AI/ML tech 
• Explainability approaches
• Bias mitigation
• AI oversight of AI
• Digital ID, privacy
• Realtime correctness checks
• Resilience
• Assurance, Assured
• Security not vulnerability
• Risk assessment
• Trust as a Human Factor
• Benevolence
• Moral models for AI safety

• Awareness of beneficial use 
and risks

• Report mistakes/remedies
• Accessible opt-outs
• Community stakeholders in the 

development
• “no-AI” bootcamps
• Economics incentivize 

responsible AI
• Transparency & reporting of 

training data
• Energy consumption labels
• Start with analysis, then 

assisted, then augmented, then 
autonomous

• A “dial” that supports trust
• “Public models” create 

common understanding

• Achieves everyday use
• Human- centric
• Explainable
• Regulated vs. unregulated
• Deterministic
• Accountability
• Organizational trust
• Social standards for “integrity”
• Hold developers accountable

Focusing on trust forces us to think about 
the people who interact
• Trust is by the user and 

a property of the relationship
• Trustworthiness is a 

property of the artifact



Recurring themes:
• Large number of frameworks and terms, not always applied consistently, 

especially working across US and Europe.
• The interactions of AI and humans will create new classes of systems that 

require a more interdisciplinary (socio-technical) perspective to design and 
manage them.

• Important role for Systems Engineers in this discussion, particularly in terms 
of metrics, methods and testbeds

Next steps: collaborate on SE research roadmap for TAI…

TAKEAWAYS
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Back-up
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“Responsible AI is meant to result in technology 
that is also equitable and accountable.”

Characteristics of trustworthy AI systems.
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NIST AI RMF 1.0
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THE AI ACT (EU)
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TRUSTWORTHY AI: GENERATIVE 
RESPONSIBLE AI LEAGUE (TNO)
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